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Abstract

This monograph aims to investigate Landauer’s principle for a quantum system in a relativis-

tic context. Specifically, we consider a communication channel described by a mode of a quantum

field in a curved spacetime. In order to accomplish that, an introduction to Shannon’s theorems, as

well as some very important concepts in information theory, will be first presented. The relativistic

spacetime structure will be described in the sequence, such that the quantum field theory can be

used, in this context, to describe the communication channel. Lastly, the calculation of the channel

capacity and the energy contributions for the transmission of information over such a channel will

be done. Such calculations provide three different contributions to the total energy variation of

the system: one due to the change in the spacetime, one associated with the work necessary to

switch on or off the interaction between the detectors —qubits employed to read and codify the

information— with the field and, finally, the last one which is due to the communication process

itself. This third contribution vanishes for the considered communication channel, so that no extra

energy cost is needed to transmit information once the states of the qubits are settled. The origi-

nal contribution of this work enters here by considering the cyclical conversion of the transmitted

information into work. Since no energy is transferred from the sender to the receiver, this en-

gine apparently violates the second law of thermodynamics. By employing Landauer principle we

find the energy contribution which allows the receiver to convert information into work without

contradictions with thermodynamics.
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Resumo

Esta monografia tem como objetivo investigar o princípio de Landauer para um sistema quân-

tico em um contexto relativístico. Especificamente, consideramos um canal de comunicação de-

scrito por um modo de um campo quântico em um espaço-tempo curvo. Para isso, uma introdução

aos teoremas de Shannon, bem como alguns conceitos muito importantes em teoria da informação,

serão apresentados. A estrutura espaço-temporal relativística será descrita na sequência, de modo

que a teoria do campo quântico possa ser usada, nesse contexto, para descrever o canal de comuni-

cação. Por fim, o cálculo da capacidade do canal e das contribuições de energia para a transmissão

de informação sobre tal canal será realizado. Tais cálculos fornecem três contribuições diferentes

para a variação total de energia do sistema: uma devida à mudança na métrica do espaço-tempo,

outra associada ao trabalho necessário para ligar ou desligar a interação entre os detectores— qubits

usados para ler e codificar a informação — com o campo e, finalmente, a última que é devida ao

processo de comunicação em si. Essa terceira contribuição desaparece para o canal de comunicação

considerado, de modo que nenhum custo de energia extra é necessário para transmitir informação

uma vez que os estados dos qubits são definidos. A contribuição original deste trabalho entra ao

considerar a conversão cíclica da informação transmitida em trabalho. Como nenhuma energia

é transferida do remetente para o destinatário, este motor aparentemente viola a segunda lei da

termodinâmica. Ao empregar o princípio de Landauer, encontramos a contribuição de energia que

permite ao receptor converter informação em trabalho sem contradições com a termodinâmica.

Palavras-chave: Teoria da Informação; RelatividadeGeral; Teoria Quântica de Campos; Princí-

pio de Landauer; Termodinâmica.
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Chapter 1

Introduction

The main goal of this dissertation is to apply Landauer principle to a communication system

in globally hyperbolic spacetimes. Here we will consider a system composed by two qubits (the

detectors) and a quantum scalar field, as the communication channel, in a general curved spacetime.

The idea is to mathematically describe the communication channel and calculate its capacity,

as well as the energy cost to convey information, so we can apply the Landauer principle to this

system and investigate the limits of work extraction on the receiver’s laboratory. In order to prop-

erly understand the problem at hand, we need to introduce the main mathematical and physical

concepts that will be involved.

The first theory we will present here is information theory. This one will be essential so we can

understand how a communication process works as well as some very important concepts which

will be worked out in this dissertation, as communication over a channel and the channel capacity.

The advancing of computing has enabled a great development of the communication systems,

which requires more in-depth scientific expansion. The processes which are associated with data,

such as storing, transmission or compression, as well as many others, are investigated by a branch

of science we call Information Theory [1].

The theory is committed to investigate the mathematical laws which describes data processing.

The interest in information grew up with the creation of electrical telegraphs, which were the first

electrical telecommunication system. But the big step towards the modernization of information

theory was made with the publication, in 1948, of Claude Shannon’s "A Mathematical Theory of

2



Communication" [1]. He developed the information theory without the semantic aspect of commu-

nication, treating codes in an isolated way from the message, such that the actual message would

be the one selected from a set of possible ones. In other words, Shannon associated the transmis-

sion of information according to the probability distribution associated with the occurrence of an

event [1–3]. In Chapter 1 we will talk about the requirements of information measure, which were

postulated by Shannon, and this discussion will be more clear.

Additionally, according to Shannon, the communication process consists of five steps. The first

one is the production of the message which is intended to be communicated, this step is made

by an information source. After that we have the process of encoding, which is the codification

of information into a suitable system so it can be transmitted by the channel. Next, we have to

choose the channel of communication, which is the medium used to transmit the information from

the sender to the receiver, which can be a piece of paper or even a massless field. The fourth step

is the decoding, that is the reconstruction of the message from the output of the channel. The fifth

and last step is executed by a receiver, who has the task of reading the decoded message.

Shannon’s theory is based on two theorems, the data compression and channel capacity. The

unit for measure information is called bit and the encoder uses a certain amount of bits to represent

the code which describes the message. That being said, the process of data compression consists

of encoding the same message into fewer bits, but in a reliable way. Shannon’s data compression

theorem determines a fundamental limit to data compression, such that no information is lost in

the asymptotic limit [1]. This fundamental rate is known as Shannon entropy.

On the last step of the communication process, it can happen that the receiver reads a message

which is different from the one that was intended to. It happens when the communication channel

is noisy, i.e., there are some kind of interference which can corrupt the code, thus modifying the

message itself. When we consider this kind of channel, there must be a maximum amount of infor-

mation which can be reliably transmitted. This quantity is called the channel capacity. Shannon’s

second theorem determines an upper bound for the information which can be reliably conveyed

by any noisy channel.

3



These theorems, which will be presented in the next chapter, are the foundations of what is

known today as information theory. By considering that the quantum measurement process is a

communication channel, we can extend the classical theory to the quantum domain. In this context,

von Neumann entropy takes the place of Shannon’s entropy.

There are many applications for information theory, which includes the analysis of molecu-

lar sequences and characterizations of resistance mutations [4], channel coding correction, data

compression (RAR/ZIP files) and quantum computing [3, 5]. Additionally, the information theory

could be applied in problems which includes communication with satellites, space probes and also

planes, but it will requires some relativistic analysis, since gravity will have some influence on the

results [6, 7]. Thus, depending on the case, we must consider the consequences of the relative mo-

tion between the parts which will communicate with each other or even the presence of a black

hole [8–11].

Also, since our system is immersed on a globally hyperbolic spacetime, it will be necessary to

introduce some ideas about relativity [8, 9] so we can properly define the conditions and limits for

our system. To define what are globally hyperbolic spacetimes first we need to understand how to

describe the causal structure of spacetime. If we want to investigate the problem of two observers

communicating in a curved spacetime we need to know if they can actually communicate with

each other. This is why the spacetime causal structure will be important when we explore the

communication problem.

However, the causal structure of spacetime depends on concepts like time and space, but these

quantities have been defined differently according to the advancement of science. In Newton’s

conception, the universe is a four-dimensional affine space A4, where each element of A4 is called

event, and time is defined as a linear map which takes us from the four-dimensional affine space

to a one-dimensional one, the real line. We can use the kernel of this map to define what we

call simultaneous hypersurfaces, i.e., hypersurfaces where all events on it are simultaneous to each

other, and the causal structure of spacetimewill be described accordinglywith it. But, aswewill see,

this concept was completely changed when Einstein introduced his relativity theory. In Chapter 3

4



we will provide a brief idea of Newtonian spacetime and explain why Einstein’s theory of general

relativity changed all of it.

Additionally, communication implies that the information, that is intended to be sent, needs a

medium to be conveyed. In our case, it will be a quantum scalar field. Therefore, the last theory we

will need to introduce is the quantum field theory, since it will allow us to describe mathematically

the communication channel and many other things which are associated with it, as the channel

capacity and the energy cost to convey information over it.

We will consider some concepts of quantum mechanics as well as the spacetime structure de-

scribed on the first half of Chapter 3 to develop a quantum field theory for the Klein-Gordon scalar

field. The field is of great importance to us, since it is used as the communication channel, and

we can describe the dynamics of the system by the field equation. At this point we will need to

consider globally hyperbolic spacetimes so we can formulate a well posed initial value theory and

actually describe the dynamics of the system. Once this process is done, we will be prepared to

understand the problem at hand.

In this monograph, we are aiming to apply Landauer principle in the context of relativistic

communication. In order to do that, we will first review the calculation of the maximum amount

of reliably information that one can transmit through this noisy channel, i.e., the channel capacity,

as well as the energy contributions for the transmission of information [6, 12]. Then, we will see

that this energy can be separated into three parts, one due to the change of the spacetime metric,

other due to the work necessary to switch on an off the qubit, i.e., the basic unit of quantum

information, described by a two-level quantum system interacting with the field. This is the last

part of the process of communication. But, as we will see on Chapter 4, the last contribution will

vanish for states which maximizes the signalling amplitude, such that one could send information

without any extra energy cost [11, 13]. To understand the balance of energy and the possibility

of converting information into work without violating the second law of thermodynamics is the

goal of the present work. In order to do this, we investigate Landauer principle at the receiver’s

laboratory.

5



Landauer principle is an important concept in communication theory because it sets a funda-

mental limit on the amount of energy required to perform a computation or erase a bit of informa-

tion [14]. This principle has important implications for the design of communication systems and

information processing devices.

The principle states that erasing a bit of information necessarily involves dissipating a mini-

mum amount of energy, which is proportional to the product of the temperature and the entropy

change associated with the erasure process. This means that there is a fundamental limit to the

energy efficiency of any computation or communication process. We will investigate the problem

of using the energy dissipated in this process to produce work through a thermal machine and

understand what constraint needs to be placed on the system so that it satisfies the second law of

thermodynamics [15–19].

In order to understand these calculations, as well as the physical meaning of it, wewill introduce

some very important concepts. The text will be organized as follows. In Chapter 2 we will present

the Shannon’s information theory, presenting the different kinds of entropy, as well as the relation

between some of them. Also, we will demonstrate Shannon’s theorems, which rests in the basis

of information theory. In Chapter 3, we will give an introduction about some concepts of general

relativity and, in this context, we will develop a quantum field theory. Lastly, in Chapter 4, we will

calculate the classical channel capacity, as well as the energy cost of the communication process.
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Chapter 2

Shannon information theory

In this chapter we will discuss Shannon’s main contributions to information theory, which are

data compression and channel capacity theorems. They were of great importance for the develop-

ment of some major ideas in communication theory, quantum computation and many other fields.

Also, it will be very important so we can understand the next chapters.

Aiming to investigate the theorems proposed by Shannon, we need to comprehend some de-

tails about the process of communication. In order to do that, suppose that two scientists, Alice

and Bob, want to communicate with each other. Alice, who will send the information, chooses a

symbol, say α, she wants to transmit to Bob. After that, this message is encoded by an encoder

E , which is responsible to write the symbol, or any sequence of them, into a specialized format

called a codeword. The encoding is the process of converting what is intended to be communicated

into codes, whose format will depend on the communication channel, e.g., if the communication

channel is a letter then the code must be words which can convey the message.

Bob, who is the receiver, will decode the codeword in order to read the message. To do that, he

uses a decoder, D, which implements the opposite process performed by the encoder. It will turn

the received code into the message that was intended to be communicated. If the decoded message

is the same of that one sent by Alice or not, will depend if the channel, i.e., the medium in which

all inputted information was transmitted, is noiseless (ideal) or not.

In information theory, also in computation, the message is encoded in a certain amount of bits.

The bit is the smallest unit of information that can be stored and processed, and has two possible
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values, 0 or 1. For example, if the codeword associated with the symbol α is 00, then we need two

bits of information to represent it. But in a real communication Alice wants to send a lot of symbols

and each one of them will require a certain amount of bits to be represented.

The process of data compressing is the operation of encoding the message by using as few bits

as possible. It can be seenmostly whenwe convert some archive in the computer to another format,

such that the second one occupies less memory, e.g., one can compress a book which is in PDF to

ZIP, but, as we will see later, some of the information can be lost during the process.

Shannon’s idea, for the noiseless coding theorem, was to achieve the minimal amount of bits

that one can encode the output of the information source, i.e., the one from which the information

is obtained. Attempting to do that, his proposal was to let the information source emits a large

number of symbols and characterizes it as a sequence, which will convey the message. As will be

clear soon, the assumption of large numbers will be very important, since we will use it to define

an asymptotic limit where the compression rate approaches Shannon entropy. Thus, Shannon also

provided an operational interpretation of entropy by proving that it is maximum achievable rate

for data compression.

Now, if the channel used by Alice and Bob is noisy, i.e., it can corrupt the message, the in-

formation Bob receives is not completely reliable. Therefore, they will need to develop a coding

scheme such that Bob receives the correct message. If Bob declares an error every time he receives

a wrong message, he could calculate a probability of error. Thus, they could choose a code such

that this probability is very small. But, as we will see later, it requires Alice to use much more the

communication channel in order to encode the same message into bigger sequences. In contrast

with that, this process will decrease more and more the efficiency of the communication, since it

is inversely proportional to the number of uses of the channel.

The problem here is that the communication between Alice and Bob will not be successful if the

efficiency of the channel is too low. To solve it, Shannon suggested the use of a kind of sequence

which takes all the emission probability with several uses of the channel. These sequences are

called typical sequences. We will talk more about it later in the chapter.
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By considering that, Bob knows what kind of sequences will have the majority of the prob-

ability of emission, so he could declare an error every time the received sequence is not typical.

Therefore, with several uses of the noisy channel, the probability of error can be made arbitrarily

small, since the emission probability of typical sequences will approach one. In this way, there

must be a maximum amount of information which can be transmitted through the channel reli-

ably, per channel use. Shannon called this upper limit the channel capacity. We will see more about

it when we discuss his second theorem. But before we go into that, let us first introduce some

concepts about the information theory, which will be very important for understanding Shannon’s

theorems.

2.1 Elements of Information theory

The first concept we aim to introduce is the information measure. In other words, how can

we quantify the amount of information in a given source. Here enters the Shannon entropy. Also,

we will discuss some other measures, deeply related with the entropy, that will be very useful to

prove some of the results in the next chapters. These are the relative entropy, the joint entropy,

the conditional entropy and also a measure of correlations, the mutual information. The meaning

of all of these quantities will become clear during the development of this chapter.

Before we present Shannon entropy, we need to understand the requirements that any infor-

mation measure must satisfy, these are known as Shannon’s postulates of information theory. The

three postulates are [1, 2]:

i. The amount of information in an event, i(p), must depends only upon its probability.

ii. The function which describes the amount of information, i(p) where p is the probability

associated with the occurrence of some event, is continuous.

iii. For two independent events, say x and y, with probabilities px and py, respectively, the in-

formation carried in both events together, i(px, py), is the sum of the information carried by

each one of the events, i(px) + i(py), i.e., it satisfies the additivity property.

9



These postulates are very important so we can treat information accordingly with probabilities

distributions. In this way, the communication scheme operates independently of the outcome,

since we do not know which one it will be. The first postulate can be understood by thinking

about i(p) as how surprise we are by the occurrence of an event. For example, a tiger hunting in

the sea carries much more information than a lion hunting in a Savannah. There is only one kind

of function which satisfies all of these requirements, that is the logarithm function. Thus, it must

be used when we pretend to measure information.

2.1.1 Shannon Entropy

In a few words, Shannon entropy measures the average amount of information Bob receives

from Alice. To define it, let us consider the set χ, of size |χ|, from which an information source

can select a symbol x, according to some probability distribution pX(x). X is the random variable

associated with x, i.e., X = {x ∈ χ, pX(x)}. If Bob receive Alice’s signal and confirms that it is

actually the correct one, then we say that an event x has occurred.

Therefore, Bob’s surprise when he read the message can be defined as

i(x) ≡ log

(
1

pX(x)

)
, (2.1)

such that, it gets bigger as the probability, pX(x), of the occurrence of the event x decreases. Thus,

we can define the amount of information he gets from reading the symbol x as[2, 3, 5]

i(x) ≡ − log(pX(x)). (2.2)

where the logarithm is taken to base two, since information is measured in bits. This is a very intu-

itive notion of information. If we want a general theory, anymeasure of information should depend

only on the probabilities of occurrence of the symbols in the set χ. Moreover, we should also expect

that the information we get from the occurrence of a given event should increase as its probability

of occurrence decreases. Also, it has an interesting, and desired property called additivity. Suppose

the source selects, independently, two symbols, x1 and x2, which are associated, respectively, with

the random variables X1 and X2. This will occur according to the joint probability pX1X2(x1, x2).
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The information content of these symbols will be [3]

i(x1, x2) = − log(pX1X2(x1, x2)) (2.3)

= − log(pX1(x1)pX2(x2)) (2.4)

= − log(pX1(x1))− log(pX2(x2)) (2.5)

= i(x1) + i(x2). (2.6)

Actually, by imposing additivity and the other properties discussed above, it is possible to prove

that Eq. (2.2) is the unique measure of information.

Now, if we take the average value of the information content of the symbol x, we obtain

H(X) ≡
∑
x∈χ

pX(x)i(x) = −
∑
x∈χ

pX(x) log(pX(x)), (2.7)

which is defined as the Shannon entropy. It can be interpreted as the average information Bob gets

once hemeasures the value of the random variableX that characterizes the information source. Al-

ternatively, we can understand this quantity as the amount of uncertainty we have about a random

variable before knowing its value. The first coding theorem provides an operational interpretation

for the entropy.

Since the information content is additive, this property will also be satisfied by Shannon en-

tropy. This can be seen by taking the average value of Eq. (2.6).

∑
x1,x2∈χ

pX1X2(x1, x2)i(x1, x2) =
∑
x1∈χ

pX1(x1)i(x1) +
∑
x2∈χ

pX2(x2)i(x2),

H(X1, X2) = H(X1) +H(X2). (2.8)

Another property satisfied by Shannon entropy is that it is maximized when the probabilities

pX(x) are uniform. To prove it, consider the uniform distribution

pX(x) =
1

|χ|
. (2.9)
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The Shannon entropy will be

H(X) = −
|χ|∑
x∈χ

pX(x) log(pX(x))

= −
|χ|∑
x∈χ

1

|χ|
log

(
1

|χ|

)
= −|χ| 1

|χ|
log

(
1

|χ|

)
= log(|χ|). (2.10)

Since the minimum amount of information which Bob can get, by determining the arrived signals,

is zero, i.e., i(x) ≥ 0, the Shannon entropy will be limited between 0 and the log of the dimension

of the system, which, in this case, is |χ|. This property is called positivity.

As an example, suppose we want to calculate the Shannon entropy of the result of tossing a

coin. If each side of it has the same probability,

pX(x) =
1

2
, (2.11)

of coming up, Shannon’s entropy will be

H(X) = −2
1

2
log

(
1

2

)
= 1. (2.12)

Now, considering the case where the probabilities are not uniform, e.g., the probability of getting

a tail is 0.2, then the entropy becomes

H(X) = −0.2 log(0.2)− 0.8 log(0.8) = 0.72 < 1. (2.13)

Thus, as we said before, when the probabilities are uniform the Shannon entropy will be maxi-

mized. This can also be formally proved by extremizing the entropy under the restriction of the

conservation of probability.

Now that we have introduced the Shannon entropy and discussed some of its properties, we can

use it to define other measures of information. Since these measures will describe the relationship

between two random variables, we will consider a second one, Y , associated with the symbol y,

which has the probability distribution given by pY (y).
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The first kind of measure we are going to talk about is the relative entropy. It is a type of

statistical distance, which describes howmuch one probability distribution, say pX(x), differs from

another one, say pY (y). Then, we will introduce the joint and conditional entropies, which are, the

sum of the Shannon entropies of two independent random variables, X and Y , and the amount

of information needed to describe one random variable, Y once we know the outcome of another

variable X , respectively. Lastly, we will introduce the mutual information, which gives us how

much information Bob can have about Alice given that he learned the outcome of Y , i.e., the amount

of information a random variable carries about another [2].

2.1.2 Relative entropy

Given the random variables X and Y , associated with the symbols x and y, selected accord-

inglywith the probability distributions pX(x) and pY (y), respectively, we define the relative entropy

as [2, 3]

H(X||Y ) ≡ −
∑
x,y

pX(x) log(pY (y))−H(X). (2.14)

Also, by using Eq. (2.7), it can be written as

H(X||Y ) =
∑
x,y

pX(x) log

(
pX(x)

pY (y)

)
. (2.15)

As we can see from the above equation, the relative entropy will measure howmuch the proba-

bility distribution pY (y) differs from a second one pX(x). Note that, if the support of the probability

distribution over X is not contained in that over Y , this quantity gives an infinite value. For this

reason, it is also called a divergence. Additionally, the relative entropy H(X||Y ) measures how

much extra information is needed to encode samples from Y using a code optimized for X , com-

pared to encoding them using a code optimized for X [2]. If we have a model that estimates the

probability distribution of some data, but the model is imperfect and the true distribution is slightly

different, we can use relative entropy to measure the difference between the estimated distribution

and the true distribution.

Moreover, we can state an interesting property that is satisfied by the relative entropy, which

is that H(X||Y ) is non-negative, vanishing only if Y = X . But as the difference between these
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two random variables increases, the relative entropy will become greater, always assuming positive

values [2]. In order to prove the positivity property of Eq. (2.15), we can rewrite it as

∑
x,y

pX(x) [log (pX(x))− log (pY (y))] =
∑
x,y

(
− log

pY (y)

pX(x)

)
pX(x), (2.16)

and, since pY (y)/pX(x) ≥ 0, the negative of the logarithmic function will be convex. Thus, we can

use the Jensen’s inequality, which states that, for any convex function f , we have

f

(∑
i

pixi

)
≤
∑
i

pif(xi). (2.17)

Therefore,

H(X||Y ) =
∑
x,y

(
− log

pY (y)

pX(x)

)
pX(x) ≥ − log

(∑
x,y

pY (y)

pX(x)
pX(x)

)
≥ 0. (2.18)

Which proves the positivity of the relative entropy.

2.1.3 Joint entropy

As the name says, the joint entropy is simply the sum of the expected information of two

independent random variables, i.e., the amount of information gained from the occurrence of the

two events, x and y. The random variable Y can be associated, for instance, with the selection of a

second symbol by the information source. If the information source selects each symbol indepen-

dently, we can define the joint entropy as [2, 3]

H(X, Y ) = H(X) +H(Y ), (2.19)

where H(X) and H(Y ) are written according to (2.7).

But whenX and Y are not independent, we need to consider the joint probability distribution

pX,Y (x, y) to calculate this measure, thus taking into account the correlations between the random

variables. Then, the joint entropy will be determined by [2]

H(X, Y ) ≡ −
∑
x,y

pX,Y (x, y) log(pX,Y (x, y)). (2.20)
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pX,Y (x, y) gives the probability of occurrence of the two events x and y, such that, if we consider

pX(x) as the probability of event x to occur, then we can calculate the joint probability by

pX,Y (x, y) = pX(x)pY,X(y|x), (2.21)

where pX,Y (y|x) is the conditional probability Pr(Y = y|X = x), i.e., the probability of Y = y

given that X = x.

Therefore, we can write the joint entropy as

H(X, Y ) =
∑
x,y

pX,Y (x, y) log

(
1

pX(x)pY,X(y|x)

)
=

∑
x,y

pX,Y (x, y) log

(
1

pX(x)

)
+

+
∑
x,y

pX,Y (x, y) log

(
1

pY,X(y|x)

)
= −

∑
x

pX(x) log(pX(x))−

−
∑
x

pX(x)
∑
y

pY,X(y|x) log(pY,X(y|x)),

which gives us the equation

H(X, Y ) = H(X)−
∑
x

pX(x)
∑
y

pY,X(y|x) log(pY,X(y|x)). (2.22)

As we will see, the second term of the right side of the equation is the conditional entropy.

2.1.4 Conditional entropy

We can define the conditional entropy as the amount of information obtained by measuring

the random variable Y if we already know the outcome of a second random variable X . It can be

written as [2, 3]

H(Y |X) ≡ −
∑
x

pX(x)
∑
y

pY,X(y|x) log(pY,X(y|x)). (2.23)

where pY,X(y|x) is the probability of obtaining Y = y, given that we already know that X = x.

Note that, if X and Y are completely independent, then pY,X(y|x) = pY (y), so the conditional

entropy will be equal to H(Y ). Also, if X and Y are completely correlated, i.e., the value of Y is
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fully determined by the value ofX , the conditional entropy will be zero, since pY,X(y|x) = 1 and,

consequently, log(pY,X(y|x)) = 0.

We can substitute (2.23) into (2.22), to write

H(X, Y ) = H(X) +H(Y |X), (2.24)

which relates the joint entropy H(X, Y ) of the random variables X and Y , with the Shannon

entropy H(X) and the conditional entropy H(Y |X).

Therefore, the conditional entropy is a measure of the change in the entropy of a random vari-

able when we know the value of a second random variable.

2.1.5 Mutual information

The final information measure we will talk about is themutual information. It can be thought

as the amount of information the variable X has about Y , or vice-versa. We define the mutual

information of two random variables X and Y as [2, 3]

I(X : Y ) ≡ H(X)−H(X|Y ). (2.25)

We can use the results of the previous section in order to rewrite the mutual information as

I(X : Y ) = H(X)−H(X, Y ) +H(Y )

= H(Y )− [H(X, Y )−H(X)]

= H(Y )−H(Y |X)

= I(Y : X), (2.26)

which shows that the mutual information is symmetric.

If X and Y are completely uncorrelated, then the mutual information will be zero, since we

will learn nothing from one variable given that we know the other one. Another way of thinking

about the mutual information is that it is the amount of information the random variables X and

Y hold in common, i.e. the correlations between them.
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These measures can be better understood if we look at the illustration in Fig. 2.1, where we

consider two sets, which are the Shannon entropies H(X) and H(Y ). The sum of these sets will

give us a greater one, that is known as the joint entropy H(X, Y ).

Note that we have an intersection between H(X) and H(Y ), which constitutes the common

points to both sets, i.e., the mutual information between them. Lastly, we can establish the con-

ditional entropies by looking at the Eq. (2.25), or Eq. (2.24), which gives us the sets H(X|Y ) and

H(Y |X).

Figure 2.1: Given the random variablesX and Y , the relations between the associated information
measures are described by the joint entropy, conditional entropy and also the mutual information.
From this illustration we can see how these measurements are related to each other. (Source: V.
Vedral et al., Introduction to quantum information science, 2006)

Now that we presented some basics of information measures, we made our first step in order

to understand Shannon theorems. The next concepts we will investigate are data compression and

typical sequences. In the next section we give an example of data compression, so that it can be

better understood when we present Shannon’s noiseless code theorem later. Also, we will discuss

about typical sequences, that were cited before, since these ones, together with the law of large

numbers, is a very powerful tool to demonstrate the theorems.

2.2 An Example of Data Compression

The first theorem we are going to present here is Shannon’s data compression theorem. But

before we introduce it properly, we will work on a very interesting example, which will also give us

an idea of codification. As before, suppose that Alice and Bobwant to communicate with each other
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by using a noiseless bit channel (a communication channel that takes bits as input and output). The

sender, Alice, will need to encode the message she wants to transmit in bits, since the bit channel

only accepts bits as input. Then, the channel will carry the information to the receiver, Bob, who

will decode and read it. Additionally, since we are considering a noiseless channel, the decoded

message will be exactly the same as the one sent by Alice.

For now, suppose Alice chose the symbol "α". It will be encoded into a codeword "00" by the

encoder E . Note that the chosen codeword has two bits of information, each one represented by

"0". The next step of the communication procedure is the choice of the channel. As illustrated in

the Fig. 2.2, they will use a noiseless bit channel, i.e, a communication channel that transmits bits

without corrupting them, in order to convey the message.

Figure 2.2: Alice encodes the message "α", using the encoder E , to a codeword "00" which is trans-
mitted by the noiseless bit channel (indicated by "id") to Bob. The last step decodes the same
message sent by Alice.

Once it is done, Bob will receive the codeword and then decode it, he uses a decoder D. Since

we are considering a noiseless channel, for now, he receives the exact codeword "00", which gives

the symbol "α" once it is decoded. The communication protocol happens according to Fig. 2.2. It

will be similar if Alice chooses more than one symbol.

Therefore, let us consider that Alice wants to send a message by using the set of symbols

χ = {α, β, γ, δ}. An information source can select each symbol according to some probability

distribution, which, in this case, will be [3]

p(α) = 1/8,

p(β) = 1/2,

p(γ) = 1/8,

p(δ) = 1/4.

(2.27)
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We assume that each symbol is selected independently of the previous ones and after the selec-

tion Alice converts it to the appropriate codeword [3]. The message encoding will occur according

to a coding scheme, i.e., an arrangement of the message as a certain number of bits. In the present

case, in which we only have four symbols, she could use the following coding scheme

α → 00;

β → 11;

γ → 01;

δ → 10.

(2.28)

Where, the symbol "α" has been encoded into a codeword "00", which has two bits of information,

the same with "β", which has been encoded into the codeword "11" and so on. We can verify the

performance of this coding scheme by calculating the expected length of a codeword [3]

l̄ =
∑
k∈χ

p(k)l(k), (2.29)

with l(k) being the size, in bits, of the codeword used to encode the symbol k. The lower this

number is, more efficient will be the coding scheme used by Alice, since the message will be more

compressed and more information can be conveyed with the same number of channel uses. In the

case shown in Eqs. (2.28) it is clear that the expected length of the codeword is two bits, as all

symbols are encoded using two bits of information.

Is there a way to devise a more efficient code scheme? The answer, in this case, is yes. To do

that, instead of using the same number of bits for each codeword, Alice could encode the symbols

by using less bits for the ones with greater probability of occurrence and more bits for symbols

less likely to appear, i.e., rare events will carry more information than those that are common. One

option is the following code scheme [3]

α → 110;

β → 0;

γ → 111;

δ → 10.

(2.30)
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The expected length of this code scheme can be determined using Eq. (2.29), so that

l̄ = 3
1

8
+ 1

1

2
+ 3

1

8
+ 2

1

4
=

7

4
, (2.31)

which is smaller than the one we found in the scheme (2.28), and consequently, the scheme (2.30)

is more efficient.

The process we just presented is called data compression or source coding. It is the method

of encoding information by using fewer bits than before, as we did here. First we had a scheme

with an expected length equal to 2, but then we were able to decrease it to 1.75. This process is

important because, by using it, we can reduce the amount of resources needed to store or transmit

the information.

We can reach another interesting fact by calculating the entropy of the information source.

From the probability distribution in Eq. (2.7), we get [3]

H = −1

8
log

1

8
− 1

2
log

1

2
− 1

8
log

1

8
− 1

4
log

1

4
=

7

4
, (2.32)

which is exactly the same as the expected length of the codeword of the above coding scheme. We

will see that this is not a coincidence and the above code is optimal, in the sense that this is the

maximum achievable rate of data compression.

2.3 Shannon Compression and Typical Sequences

The problem of compressing information is that there is a limit above which, if we keep com-

pressing, we loose some information. Thus, Alice needs to know by how much she can compress

the information such that it is possible for Bob to read it. In other words, she needs a maximum

achievable rate for compression, so they could communicate with each other reliably.

To solve this problem Shannon proposed one of the fundamental ideas of information theory,

which is known as Shannon’s compression theorem. Considering a set of symbols χ, with size |χ|,

from which the information source will randomly select a symbol, x, associated with a random

variable, X , according to the probability pX(x), i.e., X = {x ∈ χ, pX(x)}, such that we can write

the Shannon entropy as given in Eq. (2.7). Shannon’s data compression theorem can be stated as [3]
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Theorem 1. The entropy of an information source, H(X), specified by a discrete random variable

X , is the maximum achievable rate for compression.

In order to demonstrate it, Shannon’s idea was to let the source emits a large number of symbols

and then characterize it as a block sequence. By doing that, we can codify the whole sequence

instead of each symbol separately. Also, this assumption will allow, as we will see later, for us to

take the asymptotic limit of the theory, which is essential to demonstrate both theorems.

Therefore, wemust consider that the source emits n symbols, selected from the set χ. We define

a message as the block sequence [3]

xn ≡ x1x2...xi...xn, (2.33)

with xi, (i = 1, ..., n), being the ith emitted symbol. Now here enters the second of Shannon’s

assumption, that the source emits each symbol in an independently and identically distributed

way (i.i.d.), i.e., the selection of the next symbol does not depend on the one selected before and

all the symbols are taken under the same probability distribution. We denote by Xn the random

variable associated with the messages of length n.

By using the i.i.d. assumption, the probability that the source emits the sequence xn can be

written as [3]

pXn(xn) = pX1,X2,...,Xn(x1, x2, ..., xn)

= pX1(x1)pX2(x2)...pXn(xn)

= pX(x1)pX(x2)...pX(xn)

=
n∏

i=1

pX(xi). (2.34)

The first equality is the general probability of the block sequence. The second one holds because

each event is independent of the others, while the third equality comes from the fact that the

random variables Xi are identically distributed, so we can choose X to represent all of them.

But making the calculation of the probabilities by using the Eq. (2.34) can be a hard task, since

the sequence (2.33) can have a large number of symbols, much larger than the set χ itself. In order
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to simplify the calculation, we can characterize the symbols by a set of letters ai, with i = 1, ..., |χ|,

such that we can count the number of repetitions of each symbol in the sequence xn by the quantity

N(ai|xn). Therefore, the probability given in Eq. (2.34) can be written in terms of the letters ai and

the number N(ai|x) as [3],

pXn(xn) =
n∏

i=1

pX(x
i) =

|χ|∏
i=1

pX(ai)
N(ai|xn). (2.35)

To illustrate this process, suppose that Bob receives and read the sequence xn = ββδγβα.

In this sequence, the β symbol appears 3 times, so N(β|xn) = 3. Also, δ does not repeat, thus

N(δ|xn) = 1 and so on. First, using Eq. (2.34), with the probabilities given in Eq. (2.27), we can

compute the probability pXn(xn) as

pXn(xn) =
n∏

i=1

pX(x
i) =

(
1

2

)(
1

2

)(
1

4

)(
1

8

)(
1

2

)(
1

8

)
=

1

2048
. (2.36)

Now, by using Eq. (2.35), we obtain

pXn(xn) =

|χ|∏
i=1

pX(ai)
N(ai|xn) =

(
1

2

)3(
1

4

)1(
1

8

)1(
1

8

)1

=
1

2048
, (2.37)

which confirms that we have the same result. However, note that the first method is much less

efficient if we have a very large number of symbols.

Moreover, according to statistics, if we have n random variables, as it is the case, we can define

the sample mean by [20]

X ≡ 1

n

n∑
i=1

Xi, (2.38)

where X1, X2, ..., Xn are i.i.d random variables. Now, note that, if X is a set of random variables

of size n, the functions that depend on X will also be random variables. Therefore, replacing Xi

with the random variables − log(pX(xi)) in Eq. (2.38), the sample mean will be

− 1

n

n∑
i=1

log(pX(xi)) = − 1

n
log

(
n∏

i=1

pX(xi)

)
= − 1

n
log(pXn(xn)), (2.39)

where we used Eq. (2.34). The above quantity is known as the sample entropy [2, 3]

H(xn) ≡ − 1

n
log(pXn(xn)), (2.40)

22



which is the information content of the sequence received by Bob per use of the channel. In other

words, if the sample is composed by the block sequence xn, which is associated with the probability

pXn(xn), that is also a random variable, the sample mean corresponding to these probabilities is

the amount of information Bob will get after learning the sequence xn per number of symbols, n.

This quantity is also known as compression rate.

We can rewrite the sample entropy by using Eq. (2.35), as

− 1

n
log(pXn(xn)) = − 1

n
log

 |χ|∏
i=1

pX(ai)
N(ai|xn)


= − 1

n

|χ|∑
i=n

log
[
pX(ai)

N(ai|xn)
]

= −
|χ|∑
i=1

N(ai|xn)
n

log(pX(ai)). (2.41)

It will be clear now why Shannon’s assumption is so important. If we let the source emits a large

number of symbols, i.e., when n is large enough, according to probability theory, the law of large

numbers states that the empirical distribution, N(ai|xn)/n, of a random sequence xn approaches

to the true distribution pX(ai) [3]. This is known as the asymptotic limit. Considering ∆ > 0, we

can write this statement as [3]

lim
n→∞

p


∣∣∣∣∣∣− 1

n
log(pXn(xn)) +

|χ|∑
i=1

pX(ai) log(pX(ai))

∣∣∣∣∣∣ ≤ ∆

 = 1, (2.42)

but note that the summation in the left side of the equation is the negative of the Shannon entropy

H(X), defined in Eq. (2.7), such that

lim
n→∞

p

{∣∣∣∣− 1

n
log(pXn(xn))−H(X)

∣∣∣∣ ≤ ∆

}
= 1. (2.43)

The above equation says that the compression rate, given by Eq. (2.40), approaches Shannon

entropy, given by Eq. (2.7), in the asymptotic limit, which proves the data compression theorem.

Note that, without his assumption of letting the source emits a large number of symbols, we could

never use the law of large numbers and, consequently, proving the theorem.

Also, based in the asymptotic limit, we can define a kind of sequence that will be fundamental

in order to demonstrate the next Shannon’s theorem, i.e., the channel capacity. The idea behind
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the compression scheme is that, in this limit, only an exponentially small number of sequence

(compared with the total number of sequences) have all the probability. For this reason, these

sequences are called typical sequences. In the asymptotic limit, the probability that the source

emits one of such sequences approaches one, such that, if we compress only the typical sequences,

the error probability, i.e., the probability that Bob receives an atypical sequence, goes to zero as n

becomes large. This is the strategy we will use to prove the next theorem, since Alice and Bob will

no longer work as a noiseless channel, but as a noisy one.

In order to demonstrate his theorem, Shannon had no other choice than to define typical se-

quences. Therefore, we can describe a typical sequence and a typical set through the following

definitions [3].

Definition 1. For some ∆ > 0, a sequence xn is said a ∆-typical if its sample entropy H(xn) is

∆-close to the Shannon entropy H(X) of the random variable X .

Definition 2. The ∆-typical set TXn

∆ is the set of all ∆-typical sequences xn

TXn

∆ ≡ {xn : |H(xn)−H(X)| ≤ ∆}. (2.44)

There are some interesting properties which are satisfied by the typical set TXn

∆ . These are [3]:

1. Unit probability. As n becomes large, the sample entropy approaches to the Shannon en-

tropy. Therefore, the probability that an emitted sequence is typical approaches to one.

2. Smaller Cardinality. The size of a typical set |TXn

∆ | is approximately 2nH(X) and is expo-

nentially smaller than the size of the set of all sequences 2n log(|χ|), whenever the random

variable X is not uniform.

3. Equipartition. The probability of a typical set is approximately uniform, with value 2−nH(X).

Since these properties make use of the asymptotic limit, these three together are known as Asymp-

totic Equipartition Property (AEP) [3].
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The first property is given in Eq. (2.43). The third one can be proved by manipulating the

definition of the typical sequence

|H(xn)−H(X)| ≤ ∆. (2.45)

Thus, using Eq. (2.40), we have ∣∣∣∣− 1

n
log(pXn(xn))−H(X)

∣∣∣∣ ≤ ∆, (2.46)

which can be rewritten as

H(X)−∆ ≤ − 1

n
log(pXn(xn)) ≤ H(X) + ∆. (2.47)

Multiplying the whole equation by −n, we obtain

−n [H(X) + ∆] ≤ log(pXn(xn)) ≤ −n [H(X)−∆] , (2.48)

such that,

2−n[H(X)+∆] ≤ pXn(xn) ≤ 2−n[H(X)−∆]. (2.49)

Therefore, with the above equation we prove that the probability of a typical set is approximately

uniform, i.e., pXn(xn) ≈ 2−nH(X).

Now, in order to prove the smaller cardinality property, consider the set of all sequences χn.

The summation of the probabilities of all sequences to be emitted is equal to one, which is obviously

greater than the probabilities of the sequences in the typical set. Thus [3]

∑
xn∈χn

pXn(xn) = 1 ≥
∑

xn∈Txn
∆

pXn(xn). (2.50)

According to the left side of Eq. (2.49), for ∆ > 0, the probability pXn(xn), associated with

typical sequences, is greater than or equal to 2−n[H(X)+∆]. Moreover, since the probability is ap-

proximately uniform, the summation will be simply the size of the typical set, |TXn

∆ |, times the

probability of one sequence [3]

1 ≥
∑

xn∈Txn
∆

pXn(xn) ≥
∑

xn∈TXn
∆

2−n(H(X)+∆) = |T xn

∆ |2−n(H(X)+∆), (2.51)
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so, we get

|TXn

∆ | ≤ 2n(H(X)+∆). (2.52)

Using the right-hand side of Eq. (2.49), and the Unit probability property, we have

1 =
∑

xn∈TXn
∆

pXn(xn) ≤
∑

xn∈TXn
∆

2−n(H(X)−∆) = |TXn

∆ |2−n(H(X)−∆), (2.53)

and, thus, for sufficiently large n,

|TXn

∆ | ≥ 2n(H(X)−∆). (2.54)

The size of typical set is smaller than the size of all sequences when the probability distribution is

uniform, in which case the entropy H(X) will be equal to log |χn| by Eq. (2.10). Thus, the size of

the typical set will be exponentially smaller than the size of all sequences [3]

|TXn

∆ | ≤ 2n(H(X)+∆) < 2n(log |χ
n|+∆). (2.55)

Therefore, we prove the AEP. Now we are ready to understand and demonstrate the channel ca-

pacity theorem, which is another very important contribution to information theory presented by

Shannon.

2.4 Channel Capacity Theorem

In the process of communicating with someone, several problems may arise in order to de-

crease the effectiveness of communication, such that, the communication is not completely reliable.

We experienced a lot of these problems in the pandemic times, where people had to stay in their

houses in order to prevent the spread of coronavirus infection (COVID-19), and the communication

took place primarily through electronic devices.

Some of these problems could be a bad internet connection, a hardware malfunction, someone

trying to intercept the communication and many others. In one way or another they were always

there, and anyone can be subject to it, even Alice and Bob. When the communication channel

has these problems, we call it a noisy channel. From now on, to investigate Shannon’s channel

capacity theorem, let us suppose that Alice and Bob will communicate with each other by using a

noisy channel.
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2.4.1 Noisy Channel

In order to understand what is a channel capacity, first we need to formally introduce what we

mean by noisy channel, since it will play a fundamental role in the development of the theory. Thus,

consider that Alice and Bob are going to communicate with each other through a noisy channel.

In practical terms, it works in the following way. Alice encodes the message "α" into a codeword

"0" and sends it to Bob, who will decode it. But, since this is a noisy channel, there’s a chance

the codeword gets corrupted on its way down the channel, such that Bob receives a different one,

which is "1". In such situation, we can calculate the probability of error, which we call p. Therefore,

(1 − p) is the probability of success of the communication process. The goal is to find a way to

maximize this probability.

Because of the probability of error, we can say that the information sent by Alice is not com-

pletely reliable. In an attempt to make this probability vanishes, such that the communication

could be reliably done, Shannon proposed several uses of the noisy channel, which will allow us to

consider the asymptotic limit and, consequently, the typical set unit probability described above,

to make the error probability arbitrarily small.

In order to do that, Alice can encode the information into another code, such that Bob can have

a higher probability to read the true message. For example, consider that she uses the following

scheme [3]

0 → 000; 1 → 111. (2.56)

Therefore, to send the bit "0" or "1", Alice will use the channel three times, such that the rate of

communication, i.e., the number of bits bits per channel use decreases by a factor of 1/3.

If 1 − p is the probability that Bob receives the true message sent by Alice with a channel

use, then (1− p)3 will be the probability of no error at all, i.e., Bob receives the exactly codeword

indicated by the code scheme (2.56). The probability of a single-bit error is equal to 3p(1 − p)2,

where the number 3 is because the error can happen for any of the three uses of the channel. For

double and triple errors, the probabilities will be, respectively, 3p2(1− p) and p3 [3].
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If Bob admits that the repeated bits are those of the real message, he could be right for the case

of no error and a single-bit error, and will be definitely wrong with double or triple-bit errors. So,

by using this code scheme there is still a chance of error of

pe = 3p2(1− p) + p3 = 3p2 − 2p3. (2.57)

This method will reduce the error probability if pe < p, as

3p2 − 2p3 < p, (2.58)

then, we can make

0 < −3p2 + 2p3 + p (2.59)

0 < p(2p− 1)(p− 1), (2.60)

so, when 0 < p < 1/2 the probability of error is reduced. Thus, as we can see, for the process

to work, there can not be too much noise in the channel, such that the error probability is below

1/2 [3].

Note that, there is still a chance of error in this scheme, but it can be reduced if Alice associate

the bit of information "0" or "1" to a larger codeword, and she could keep doing so until the error

probability is negligible, which implies much more uses of the channel. But, as she does it, the

efficiency of the channel, i.e., the rate of communication, will also be reduced, since she will use

the channel much more times in order to send the same message.

For the communication to be as efficient as possible we need to have a good rate of communica-

tion and, according to our previous code, the redundancy scheme takes it to zero as we try to make

the error probability arbitrarily small. To solve this problem, Shannon proposed that Alice and Bob

should use only typical sequences in the communication process, i.e., Bob declares an error every

time he receives a sequence which is not typical. By doing that, one could assume several uses of

the channel and make the error probability arbitrarily small. This idea suggests a maximum rate

in which the communication process can be done reliably. This quantity is called channel capacity.
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In order to define a general noisy channel, let us suppose that Alice selects a random message

m from a set M ≡ {1, ..., |M|}. Also, as we saw earlier, the maximum Shannon entropy will be

equal to log of the system’s dimension. Since the dimension is |M|, the number of bits required to

represent the whole set M is log(|M|) [3]. In this way, we can define the rate of communication

as

R =
1

n
log(|M|), (2.61)

where n is the number of channel uses.

The entire communication process can be described as follows. The messagemwill be encoded

into a codeword xn(m) by the encoder E . Let us call N the noisy channel, which will corrupt the

sequence xn(m) to yn(m), delivered to Bob. This process is illustrated in Fig. 2.3. The corrupted

sequence yn is then decoded by the decoder D, producing an estimate message m̂, as illustrated

in the figure. Moreover, we can associate the sequences xn ≡ x1x2...xn and yn ≡ y1y2...yn to the

random variables Xn ≡ X1X2...Xn and Y n ≡ Y1Y2...Yn, respectively.

Figure 2.3: Alice uses an encoder E to encode the message m into the sequence xn, which will be
corrupted by the noisy channel N , generating the corrupted sequence yn. In the last step, Bob
decodes the message throughout the decoder D, obtaining the message m̂.

Clearly, the sequence yn will exist only if Alice encodes hermessage. In this way, the probability

of the output sequence is a conditional probability, i.e., the probability of occurring an event yn

given that xn has already occurred. Using the i.i.d. assumption, we can write this probability as [3]

pY n|Xn(yn|xn) = pY1|X1(y1|x1)pY2|X2(y2|x2)...pYn|Xn(yn|xn)

= pY |X(y1|x1)pY |X(y2|x2)...pY |X(yn|xn)

=
n∏

i=1

pY |X(yi|xi). (2.62)
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Note that we have two layers of randomness here, one associated with the message chosen by Alice

and another one which is associated with the output of the channel.

Now, let C ≡ {xn(m)}m∈[M] be Alice’s coding scheme and pe(m,C) the total error probability.

We can calculate the average error probability of C as

pe ≡
1

|M|

M∑
m=1

pe(m,C). (2.63)

In the next section we will see that this probability can be separated into three parts and we will

use this fact to demonstrate the channel capacity theorem.

2.4.2 Channel Capacity

Let I(N ) be the maximummutual information associated with the noisy channelN —the cor-

relation between the input and the output random variables— and C(N ) be the channel capacity.

The second Shannon’s theorem states that [2, 3]

Theorem 2. The maximummutual information, I(N ), is equal to the capacity C(N ) of the channel

N .

If X and Y are random variables associated with the input and output messages, respectively,

the mutual information I(X : Y ) measures how much information we can get about X once we

have received Y . In this way, the maximum information we can get about X is I(N ). According

to the theorem 2, we have [3]

C(N ) = I(N ) ≡ max I(X : Y ). (2.64)

The proof of the theorem consists of demonstrating that there is an achievable channel code

of type (n,R, ϵ), where n are the number of channel uses, R is the rate of communication and ϵ is

some error, which can be made arbitrarily small on the asymptotic limit. Additionally we want to

show that the maximum achievable rate Rmax is equal to the channel capacity C(N ).

To prove the existence of an achievable rate, consider the model code constructed at the begin-

ning of this section. Since there’s nothing special about this one we can work with it. Therefore,
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Alice chooses a message m ∈ M which will be codified into a codeword xn(m) that is selected

according to a distribution pXn(xn). Then, the noisy channel corrupts the input, so Bob receives

the corrupted sequence yn. This process is shown in Fig. 2.3.

As we did before, we can use the Unit Probability property, i.e., the typical sequences takes all

the emission probability as the number of uses of the channel becomes large, and consider that

every time Bob receives a sequence yn that is not on the set of typical sequences, T Y n

∆ , he declares

an error, that we will call E0(m).

He can also declares other two kinds of errors, E1(m) and E2(m). These two are associated

with the message sent by Alice, so if m is the message she wants to send, we expect that Bob

receives it and nothing different. Thus, he will declares an error, E1(m), always when he receives

a sequence yn that is in the typical set T Y n

∆ but not in the conditionally typical set T Y n|xn(m)
∆ [3].

Moreover, the sequence could be in the typical set T Y n

∆ , but the received message is somem′ ̸= m,

such that the relation [3] {
∃m′ ̸= m : yn ∈ T

Y n|xn(m′)
∆

}
(2.65)

is satisfied. In this last case he will declare an error E2(m).

Therefore, we can write the expectation of the average error probability by

EC {pe(C)} = EC

{
1

|M|
∑
m

Pr[E0(m) ∪ E1(m) ∪ E2(m)]

}
, (2.66)

and, due to the linearity of the expectation value, we can write it as

1

|M|
∑
m

EC {Pr[E0(m) ∪ E1(m) ∪ E2(m)]} . (2.67)

As said before, each codeword agrees with the same distribution pXn(xn) and is independent of

the others. Therefore, the above equation would remain the same for a messagem′.

Consequently, we can find the expectation of the error probability for one message instead of

finding it for the whole set. So, supposing thatm = 1, we will have [3]

1

|M|
∑
m

EC {Pr[E0(m) ∪ E1(m) ∪ E2(m)]} =

EC {Pr[E0(1) ∪ E1(1) ∪ E2(1)]}
(2.68)
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and, by using the set properties, we can also write

EC {Pr[E0(1) ∪ E1(1) ∪ E2(1)]} ≤

EC{Pr[E0(1)]}+ EC{Pr[E1(1)]}+ EC{Pr[E2(1)]}.
(2.69)

Let ITY n
∆

(yn) be the indicator function, such that

ITY n
∆

(yn) =

{
0, if yn /∈ T Y n

∆ .
1, if yn ∈ T Y n

∆ .
(2.70)

Then, we can associate the terms [3]

1− ITY n
∆

(yn), (2.71)

ITY n
∆

(yn)
(
1− I

T
Y n|xn(m)
∆

(yn)
)
, (2.72)∑

m′ ̸=1

ITY n
∆

(yn)I
T

Y n|xn(m′)
∆

(yn), (2.73)

with the occurrence of the error events E0(1), E1(1) and E2(1), respectively [3].

Using Eq. (2.71) in the first expected error probability of Eq. (2.69), we have that

EC{Pr[E0(1)]} = EXn(1)

{
EY n|Xn(1){1− ITY n

∆
(yn)}

}
, (2.74)

where the right hand side of this equation follows because the source selects a messagem = 1, so

that a random variableXn(1) is generated, according to some probability pX(xn). Then, assuming

that this message was sent and n is sufficiently large, the random variable Y n is highly likely to be

a typical random sequence, i.e., for large n we have that Y n ∈ T
Y n|Xn

∆ with respect to Xn, where

Y n is specified by a conditional probability pY n|Xn . Additionally, considering the linearity of the

expectation value, we can write [3]

EXn(1)

{
EY n|Xn(1){1− ITY n

∆
(yn)}

}
= EXn(1)

{
EY n|Xn(1){1}

}
−

− EXn(1)

{
EY n|Xn(1){ITY n

∆
}
}

= 1− EXn(1),Y n

{
ITY n

∆
(yn)

}
= 1− EY n

{
ITY n

∆
(yn)

}
= Pr

{
yn /∈ T Y n

∆

}
≤ ϵ, (2.75)
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where we used that E{IA} = Pr{A} and ϵ ∈ (0, 1) [3]. Note that, if yn is a typical sequence, such

that Y n ∈ T Y n

∆ , then ITY n
∆

(yn) = 1 and the expected value in Eq. (2.74) will be zero, on the other

hand, if yn is not a typical sequence, then it will be equal to 1, so we can say that Eq. (2.74) is the

probability of yn not being a typical sequence, which is less or equal than an error ϵ. Following the

same procedure, we can write the second probability on the right hand side of Eq. (2.69) as [3]

EC{Pr[E1(1)]} = EXn(1)

{
EY n|Xn(1)

{
ITY n

∆
(yn)

(
1− I

T
Y n|xn(1)
∆

(yn)
)}}

≤ EXn(1)

{
EY n|Xn(1)

(
1− I

T
Y n|xn(1)
∆

(yn)
)}

= 1− EXn(1)

{
EY n|Xn(1)

(
I
T

Y n|xn(1)
∆

(yn)
)}

= EXn(1)

{
Pr

Y n|Xn(1)

{
yn /∈ T

Y n|xn(1)
∆

}}
≤ ϵ. (2.76)

And, lastly, using the Boole’s inequality

Pr

(
n⋃

i=1

Ai

)
≤

n∑
i=1

Pr(Ai), (2.77)

where Ai —for (i = 1, ..., n)— is a countable set of events, the final probability of Eq. (2.69) will be

EC {Pr[E2(1)]} ≤ EC

{∑
m′ ̸=1

ITY n
∆

(yn)I
T

Y n|xn(m′)
∆

(yn)

}
(2.78)

=
∑
m′ ̸=1

EC

{
ITY n

∆
(yn)I

T
Y n|xn(m′)
∆

(yn)
}

(2.79)

=
∑
m′ ̸=1

EXn(1),Xn(m′),Y n

{
ITY n

∆
(yn)I

T
Y n|xn(m′)
∆

(yn)
}

(2.80)

which, by taking the expectation value, results∑
m′ ̸=1

∑
xn(1),xn(m′),yn

pXn(xn(1))pXn(xn(m′))pY n|Xn(yn|xn(1))×

ITY n
∆

(yn)I
T

Y n|xn(m′)
∆

(yn).

(2.81)

We can assume that Xn(1) always happens, such that the above equation takes the form∑
m′ ̸=1

∑
xn(m′),yn

pXn(xn(m′))pY n(yn)ITY n
∆

(yn)I
T

Y n|xn(m′)
∆

(yn). (2.82)

Note that pY n(yn)ITY n
∆

(yn) is the probability of the typical set T Y n

∆ . Therefore, for a typical set

of size |T Y n

∆ | ≤ 2n[H(Y )+∆], as defined in Sec. 2.3, we can use Eq. (2.53) to write

pY n(yn)ITY n
∆

(yn) ≤ 2−n[H(Y )−∆]. (2.83)
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So, we have ∑
m′ ̸=1

∑
xn(m′),yn

pXn(xn(m′))pY n(yn)ITY n
∆

(yn)I
T

Y n|xn(m′)
∆

(yn) ≤

2−n[H(Y )−∆]
∑
m′ ̸=1

∑
xn(m′),yn

pXn(xn(m′))I
T

Y n|xn(m′)
∆

(yn).
(2.84)

Since pXn(xn(m′)) does not depend on yn, the above equation can be written as

2−n[H(Y )−∆]
∑
m′ ̸=1

∑
xn(m′),yn

pXn(xn(m′))I
T

Y n|xn(m′)
∆

(yn) =

2−n[H(Y )−∆]
∑
m′ ̸=1

∑
xn(m′)

pXn(xn(m′))
∑
yn

I
T

Y n|xn(m′)
∆

(yn).
(2.85)

Note that the last sum is equal to |T Y n|xn(m′)
∆ |. Following the same logic as before, we can write

|T Y n|xn(m′)
∆ | ≤ 2n[H(Y |X)+∆]. We then obtain [3]

2−n[H(Y )−∆]
∑
m′ ̸=1

∑
xn(m′)

pXn(xn(m′))
∑
yn

I
T

Y n|xn(m′)
∆

(yn) ≤

2−n[H(Y )−∆]2n[H(Y |X)+∆]
∑
m′ ̸=1

∑
xn(m′)

pXn(xn(m′))
(2.86)

The sum of the probabilities pXn(xn(m′)) in xn(m′) must be equal to one. Therefore, since the

size of the set of all possible messages is |M|, the sum overm′ ̸= 1 will be

∑
m′ ̸=1

1 = |M| − 1, (2.87)

where 1 is subtracted of |M| because we are not considering the message m. Then, the above

equation takes the form

2−n[H(Y )−∆]2n[H(Y |X)+∆]
∑
m′ ̸=1

∑
xn(m′)

pXn(xn(m′)) =

2−n[H(Y )−∆]+n[H(Y |X)+∆] (|M| − 1) ,

(2.88)

and, as |M| − 1 ≤ |M|, we get

2−n[H(Y )−∆]+n[H(Y |X)+∆] (|M| − 1) ≤ |M| 2−n[H(Y )−H(Y |X)−2∆]. (2.89)

By using the mutual information in Eq. (2.25), we can write the final probability as

EC {Pr[E2(1)]} ≤ |M| 2−n[I(X:Y )−2∆]. (2.90)
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Therefore, the expectation of the average error probability of a random selected code will be

EC {Pr[E0(1)]}+ EC {Pr[E1(1)]}+ EC {Pr[E2(1)]} ≤

ϵ+ ϵ+ |M| 2−n[I(X:Y )−2∆].
(2.91)

Choosing a message set of size |M| = 2n[I(X:Y )−3∆], such that we can make the error arbitrarily

small [3], we obtain

2ϵ+ |M|2−n[I(X:Y )−2∆] = 2ϵ+ 2n(I(X:Y )−3∆)−n[I(X:Y )−2∆]

= 2ϵ+ 2−n∆. (2.92)

We now define

ϵ′ ≡ 2ϵ+ 2−n∆, (2.93)

which is an upper bound on the average error probability

EC {pe(C)} ≤ ϵ′. (2.94)

If we throw out the worse half of the messages, i.e., the ones with the biggest probability of er-

ror, such that the number of messages will be reduced by half, leaving us with 2n[I(X:Y )−3∆−1/n]

messages. The rate of this coding scheme will be

R =
log(|M|)

n
= I(X : Y )− 3∆− 1

n
, (2.95)

so, the mutual information is

R + 3∆+
1

n
= I(X : Y ). (2.96)

Thus, the maximum rate is

Rmax = max I(X : Y )− 3∆− 1

n

= C(N )−∆′, (2.97)

where ∆′ = 3∆ + 1/n and C(N ) is the channel capacity. Therefore, we have shown that there’s

an achievable channel code (n,C(N ) −∆′, ϵ′) with rate C(N ) −∆′. Using the asymptotic limit,

we can make the error ϵ′ arbitrarily small, so [3]

lim
n→∞

ϵ = lim
n→∞

∆ = 0,
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such that, the maximum achievable rate will be

Rmax = C(N ) (2.98)

In this way, we finish the proofs of Shannon’s theorems. We will use concepts that were dis-

cussed here, mainly from Shannon’s second theorem, to write the capacity of the communication

channel in globally hyperbolic spacetimes. Now we will be focused in understanding what are

these spacetimes and why we need them.

Therefore, in the next chapter we will develop some basic ideas of general relativity, which will

allow us to construct the spacetime structure, as well as elaborate a quantum field theory on it. All

of these ideas will be essential in Chapter 4, when we calculate the channel capacity and evaluate

the system’s total energy.
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Chapter 3

Quantum Field Theory in Curved
Spacetimes

In this chapter we want to present a brief introduction to the spacetime structure, as well as

some concepts of quantum field theory in curved spacetimes. It will be essential to understanding

the calculations of the channel capacity and the energy cost for transmitting information.

There is no way to talk about general relativity without discuss concepts like space and time.

These were hotly debated by scientists when Einstein presented his theory of special relativity and,

later on, the notion of gravity as a spacetime curvature, giving rise to the general relativity.

Newtonian mechanics is very well accepted by the scientific community and people in general.

It is responsible for describing most of the situations we go through in our daily lives. But, with the

advance of electromagnetism, the brilliant scientist James C. Maxwell presented the first theory of

fields by describing the electromagnetic phenomena in terms of fields in his article "A dynamical

theory of the electromagnetic field" [21].

It took some time before physicists realized the real significance of Maxwell’s field equations

—the ones governing the dynamics of the field. Through these equations it was possible to deduce

the equation of an electromagnetic wave, from which a constant c = 1/
√
µ0ϵ0 appears [22]. By

experimental means, the scientists realized that this is precisely the speed of light in vacuum, thus

explaining light as travelling electromagnetic waves.

Therefore, according to electromagnetism, speed of light is a constant, so it must be invariant

under coordinate transformations. But if we use Galilean transformations —which is fundamental
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to describing relative motion on Newtonian mechanics—we achieve different results, i.e., the speed

of light is observer dependent in Newtonian mechanics. In this way, it was clear that one of the

theories needed to be generalized. Therefore, since the experimental results were proving the

constancy of speed of light, Einstein proposed a generalization of Newtonian mechanics with the

Special Relativity (SR), which is responsible to change completely what we understood about time

and space, giving rise to what we call spacetime.

But the generalization were not completed, since SR did not cover gravity. Thus, later on, he

presented the General Relativity, from which he elevated the concept of gravity to another level.

Before, we thought of gravity as a field intrinsic to each massive body which, in turn, causes them

to attract each other. But, according to GR, gravity is the distortion of spacetime in response to the

presence of matter, i.e., gravity is the curvature of spacetime.

In this chapter we focus on giving some basics ideas of quantum field theory (QFT) in curved

spacetimes. But, before introducing the quantum field itself, we will provide an introduction of

GR so we can understand the background structure. Here, we will discuss its postulates and some

basics about tensors, covariant differentiation and the Lorentzian metric.

Then we will use this background and formulate a quantum theory for a Klein-Gordon (KG)

scalar field ϕ, describing its action and the KG field equation. Also, we will define what is called

globally hyperbolic spacetimes and the dynamical evolution of the KG field on it.

We will also see that there are infinitely many choices of Hilbert spaces H that could be used

when formulating the theory, which are, in general, unitarily inequivalent. Thus, to solve this

problem, we will introduce the algebraic approach which will allow us to consider all unitarily

inequivalent states on an equal footing [12]. Moreover, unless it is explicitly stated, wewill consider

c = ℏ = G = 1, use the signal convention s(g) = (− + + +) and also write the coordinates

(t, x, y, z) as (x0, x1, x2, x3).
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3.1 Notions of General Relativity

Before we go through the postulates of GR, let us first discuss some of the most important

concepts of Special Relativity (SR), which are essential to understanding the general theory.

3.1.1 Special Relativity: Motivation and Concepts

In SR the concepts of time and space are quite different from those presented in classical

mechanics. The Newtonian universe is described by a four-dimensional affine space A4 and time

is defined by a linear map t : A4 → A which, as we said before, is used to define simultaneous

hypersurfaces, i.e., if a and b are simultaneous we must have t(a − b) = 0 and we can define a

hypersurface Σ such that a, b ∈ Σ.

We call a point in spacetime an event and a path of a particle through spacetime is described by

a parameterized curve, in the future time direction, that is called world line. These definitions are

the same for special relativity. But in Newton’s conception, space and time are absolute quantities,

meaning that all the observers will get the same results when measuring distances in space and

time. Specially, if a and b are simultaneous events to one observer, they will also be simultaneous

to any other observer and, consequently, the causal structure of spacetime is described according

to Fig 3.1.

Figure 3.1: Newtonian causal structure of spacetime.

Through the causal structure illustrated by Fig 3.1 we can see that the simultaneous hypersur-

faces —the blue surfaces A3— are crossed by the world-line — the red line— of an observer at only
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one point. A world-line cannot cross the surface A3 more than once, in order to do that the ob-

server would need to go back in time which is impossible since we are considering a theory based

on deterministic laws, meaning that if the initial conditions of a system are known, then the fu-

ture state of the system can be predicted with complete accuracy. The hypersurfaces A3 are called

Cauchy surfaces. If a spacetime admits a Cauchy surface it will be known as a globally hyperbolic

spacetime.

Although, we have a problem in this spacetime structure, since it admits an absolute conception

of space and time, suggesting an instantaneous interaction between bodies [23]. As we saw before,

with the advance of electromagnetism it was possible to deduce the equation that governs the

dynamics of a electromagnetic field, the wave equation, and was proved experimentally that a

electromagnetic wave travel at a constant speed in vacuum, which is the speed of light. According

to Galilean transformations [24], it would not be possible, so we have a disagreement between

Newtonian mechanics and electromagnetism.

This problem was solved when Einstein presented the Special Relativity (SR) theory [8], which

he imposed the following postulates:

1. Universality of the speed of light: The speed of light in vacuum is a constant, denoted by c,

independent of the state of motion of the source.

2. Principle of Relativity: The laws of physics are the same in all inertial frames.

As a consequence of these postulates, Einstein realized that it would be better to replace the

absolute concepts of space and time, proposed by Newton, with a four-dimensional structure called

spacetime. In this way, coordinate systems must be defined separately to each observer. Addition-

ally, it implies that the idea of absolute simultaneity is extinguished, now we have a simultaneity

which depends on the observer.

Due to the constancy of speed of light the causal structure of spacetime must change as well,

since light is composed by photons and these are massless particles. Therefore, the speed of light
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is an upper limit that Einstein needed to take into account. The causal structure which fulfill this

requirement is illustrated by the light-cone in Fig. 3.2.

Figure 3.2: A light-cone oriented by the x0 axis. The red and blue lines are timelike word lines,
since they are in the light-cone causal region. But the green one is out of this region, so we call
it spacelike world line. Also, note that, the region Σ0 is a spatial hypersurface where all points on
it are simultaneous, relative to x0, and no timelike world line can pass through it more than one
time. Thus, Σ0 is a Cauchy Surface.

The spacetime is described by a four-dimensional Minkowski space, where space is still Eu-

clidean and time is defined by the real line. This structure is defined by the spacetime metric

ds2 = −(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2 = ηµνdx
µdxν , (3.1)

which measures the quadratic distance between two events. Moreover, by investigating Eq. (3.1)

as well as Fig. 3.2, note that we have three possibilities for ds2. When the positive coordinates are

greater than dx0 we have ds2 > 0, it describes the region outside the light-cone, the events within

it are called spacelike and they are not causally related to the observer in question, i.e., an observer

cannot has any kind of influence on spacelike events, the contrary is also true.

A second case can be when dx0 is greater than the other coordinates, if it happens we have

ds2 < 0, which describes the region inside the light-cone. An event in this region is called timelike,

since the its time coordinate is greater than the spatial ones. These events are causally related to

the observer, i.e., an observer can influence and be influenced by any timelike event.

Now, we can also have the situation where the time coordinate and the spatial ones are equal,

thus ds2 = 0. For this case, it describes the lines of the light-cone, which are called null lines,
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this region is only allowed to massless particles, it defines the causal relation of spacetime for each

observer separately. It means that, a causal relation is observer dependent as well as simultaneity.

But the problem is not completely solved. Special relativity is a theory for the structure of

spacetime but is does not include gravity. The general form o the theory was presented by Einstein

in 1915 [9]. Here wewill present only some basic concepts about this theory, since we are interested

in investigating the evolution of a scalar field in this background.

3.1.2 Postulates of General Relativity

We begin our brief discussion by stating three of the four postulates of GR. In order to present

the last one, we will first introduce some mathematical approach, since it will be used to describe

the postulate. These are:

1. The Equivalence principle: Locally, the laws of physics must agree with Special Relativity.

2. Spacetime is a differential manifold: As a consequence of the equivalence principle, spacetime

is defined as a four-dimensional manifold, M, with a Lorentzian metric gµν , where µ, ν =

(0, 1, 2, 3), defined on it.

3. The covariance principle: The laws of physics must be the same in all reference frames.

The first postulate is important because, since we are generalizing special relativity, we need to

get this one from the general theory under the appropriate limit. In GR we see that the presence of

gravity implies a curved spacetime. For sufficiently small regions, where gravity can be compared

to an uniform acceleration, the structure of spacetime looks like the Minkowski one.

Because of the equivalence principle, Einstein had no other choice than to consider the space-

time structure as a differential manifold. Differential because the laws of physics are written in

terms of derivatives. We can define a manifold as a set of smoothly connected open subsets, whose

points can be mapped into the real space R. A set is said to be open if, and only if, every point on

it has a neighborhood lying in the set. For example, an open set of radius r and centered at y is the

set of all points x such that |x− y| < r [23, 25].
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Consider an n-dimensional manifoldM where, for each value of n, there is an one-to-one cor-

respondence between an open subsetOn ∈M and an open subset of Rn, through the mapping [23,

25]

ψn : On → En. (3.2)

The number of maps n represent the dimension of the manifold and the functions ψn along with

the open subsets On are known in physics as coordinate systems. It can be illustrated by Fig 3.3.

Figure 3.3: Representation of the maps ψi, ψj and ψij .

The entire manifold is covered by the subsetsOn, and these are said to be "smoothly" joined to-

gether. In other words, every map ψn must be continuous and infinitely differentiable everywhere,

since physical equations are written in terms of derivatives — see Appendix A for more details

about manifolds.

According to the third postulate of GR, we also need to write the physical equations in such

a way that it will be invariant under any coordinate transformation. In the next section we will

present an essential tool, which we call tensors, that will allow us to write these equations so that

they remain the same in any coordinate system.

3.1.3 Tensors, Metric and Covariant Differentiation

In order to write our equations by using tensors, first we need to understand what are these

things and what we can do with them. Here we will make a brief introduction to it and also explain

some basics of covariant derivatives, which will be used to write our equations from now on.
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Tensors are multi-linear objects that maps a certain number of vectors and dual vectors to a

scalar [26]. Suppose that T is a tensor of type (j, k), we say that it maps j dual vectors, V ∗, and k

vectors, V , to a scalar in R, as [27]

T :

j⊗
V ∗

k⊗
V → R. (3.3)

For example, a tensor, p, of type (2, 1) maps two dual vectors and a vector to a scalar, p :

V ∗ × V ∗ × V → R. We call (0, 1)-type tensors as dual vectors or, according to some books, one-

forms, while a tensor of type (1, 0) is a vector [27]. When specifying the tensor type, as we did in (j,

k), the left number represents how much contravariant slots it has, while the right one constitutes

the covariant slots.

For example, as we will see, the solution of the Einstein equations is the metric tensor g. It is

a (0, 2)-type tensor which is smooth everywhere and also symmetric, i.e., gµν = gνµ. According to

Einstein summation, we can use the metric tensor, in some coordinate system, to rise or lower an

index of a tensor. For example, we can lower the index of the one-form xµ by doing

xν = gµνx
µ, (3.4)

where xν is the resulting tensor, with µ, ν = (0, 1, 2, 3).

It is important to note that, the slots filled with certain indices must be respected throughout all

the equation, i.e., all the equation must contain tensors of the same type. Therefore, if we write an

equation with a tensor of type (3, 1), which has three contravariant slots filled and one covariant

slot filled, as [25]

T µνγ
α = Sµν ⊗Kγ

α, (3.5)

where, again, µ, ν, γ, α = (0, 1, 2, 3), then the tensors of the right side of the equation must also be

of type (3, 1). We can also write

T µνγ
α = T µν

αβ g
γβ = T µνβγ

αβ . (3.6)

But note that, in this case, the index β is being contracted, and gγβ is the inverse of the metric,

which can be calculated because gµν is not degenerate, i.e., g = det(gµν) ̸= 0.
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Also, the metric tensor, g, determines the smallest distance between two points in spacetime.

The quadratic of this distance, and the general form of Eq. (3.1), can be written as

ds2 = gµνdx
µdxν , (3.7)

where dxµ and dxν are one-forms and the whole right side of the equation, gµνdxµdxν , is the scalar

product between the one-forms.

Moreover, the metric tensor has much more important implications than allow us calculate

path lengths and scalar products. It also determines the causality, such that no massive particle can

reach the speed of light, and, consequently, it gives us a notion of past and future, which we could

represent locally throughout light-cones. But in large scale, i.e., considering the endpoints of light

world-line, we can imagine the causal structure of GR in a different way.

In order to understand the causal structure of GR, let S ⊂ M be an achronal subset, i.e., a set of

events or points in spacetime that cannot be causally connected. In other words, it is a set of events

that are not related by cause and effect and cannot influence each other, even indirectly. Its domain

dependence is D(S) = D+ ∪ D−. Where, D+ is the set of all points which can be influenced by

an event in S and D− is the set of all points which can influence an event in S. The boundaries of

D+ and D− are given by the Cauchy horizons h+ and h−, respectively, which are the endpoints

of light world-lines. The causal structure of a subset S ⊂ M, which satisfies the above conditions,

can be illustrated by Fig. 3.4.

Figure 3.4: Causal relation of a subset S ⊂ M.

The signature of a metric is the number of negative and positive eigenvalues. The Minkowski
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metric in Eq. (3.1), for example, has signature (−,+,+,+) or, in some cases, (+,−,−,−), but, as

we said before, here we adopt the first one. The signature remains the same for every point in

spacetime, since it is continuous and the metric is non-degenerate. Also, because of the minus sign

of the signature, we call it a Lorentzian metric. In GR we are interested in Lorentzian metrics, since

we need it to satisfy the equivalence principle.

In GR framework we cannot make derivatives as we usually do in Newtonian structure. We

need to take into account the spacetime curvature, so the derivatives must depends on the metric

tensor somehow. We do that by considering the variation of the basis vectors as well, which is

expected, since we are moving a vector in a curved spacetime. Therefore, suppose a vector V⃗ (xα),

and its variation along a curve xα, in the µ direction, with α, µ = (0, 1, 2, 3), being defined by the

gradient

∇µV⃗ =
∂V α

∂xµ
e⃗α. (3.8)

e⃗α are the basis vectors of V⃗ . But since we are considering a curved spacetime, the basis vectors

do not remain constant when we derive a vector field, and this variation is not being taken into

account in the case of the above equation. To do so, we need to add this change to the gradient

expression. Thus, we will use an operator that takes into account the neighborhood of an arbitrary

point in the manifold and, at the same time, it is reduced to a partial derivative in the case where

the manifold is completely flat, such that the equivalence principle is satisfied.

Now, taking into account the variation of the basis vectors, we will operate the gradient∇µ on

the vector V⃗ = V αe⃗α, such that

∇µV⃗ =
∂V⃗

∂xµ
=
∂V α

∂xµ
e⃗α + V α ∂e⃗α

∂xµ
. (3.9)

The variation of basis vectors can be defined as

∂e⃗α
∂xµ

≡ Γν
µαe⃗ν . (3.10)

The coefficients Γα
µν is called connection coefficients. It describes how much the basis vectors

change throughout a given coordinate system.

46



Substituting Eq. (3.10) into Eq. (3.9) we obtain

∇µV⃗ =
∂V α

∂xµ
e⃗α + V αΓν

µαe⃗ν . (3.11)

Therefore, the covariant derivative of the components V α of the vector V⃗ is

∇µV
α =

∂V α

∂xµ
+ V νΓα

µν , (3.12)

where the first part on the right hand side of the equation represents a partial derivative of the

field in the direction µ, while the second part is a correction to make the result of the operation

covariant, i.e, covariant derivatives are frame independent and hold in any coordinate basis.

In General Relativity, if we consider that the spacetime is curved and torsion free, we work with

a unique connection that is said to be metric compatible. A connection is metric compatible if it

satisfies the relation∇ρgµν = 0. This implies that the connection can be expressed in terms of the

metric as

Γσ
µν =

1

2
gσρ(∂µgνρ + ∂νgρµ − ∂ρgµν) ρ, σ, µ, ν = (0, 1, 2, 3). (3.13)

This unique connection is usually called Christoffel symbols and it is very important for calculations

in GR framework, since it appears in many equations in GR.

Now that we saw some basics of tensors and covariant derivatives, and also the metric tensor,

we are ready to present the last postulate of GR. Since we will not work with it in this article, the

last postulate will be introduced in a matter of completeness. It is a statement about the dynamics

of the field, the Einstein field equations [23, 25, 28]

Rµν −
1

2
gµνR = 8πGTµν . (3.14)

Rµν is known as the Ricci tensor, which can be calculated by contracting the Riemann curvature

tensor

Rα
µνσ =

(
∂Γα

σµ

∂xν
+ Γα

νλΓ
λ
σµ −

∂Γα
νµ

∂xσ
− Γα

σλΓ
λ
νµ

)
. (3.15)

as

Rµν ≡
∑
α

Rα
µνα = R0

µν0 +R1
µν1 +R2

µν2 +R3
µν3. (3.16)
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The Riemann tensor describes how much two paths, which has the same initial and final points,

changes with the curvature of the spacetime. If there is no curvature, the Riemann tensor will

vanish, which means that the metric is constant and all the laws of physics will be reduced to those

of SR, as it must be, according to the equivalence principle. The tensorRα
µνσ, which depends on the

path, is anti-symmetric in the last two indices, i.e, Rα
µνσ = −Rα

µσν . Moreover, since the Riemann

tensor is symmetric in µ and ν the Ricci tensor must also be symmetric.

We can do the same to the Ricci tensor in order to obtain the curvature scalar, R, as

R ≡ gµνRµν . (3.17)

Moreover, we can also write the left hand side of Eq. (3.14) by defining the Einstein tensor

Gµν = Rµν −
1

2
gµνR, (3.18)

which is symmetric and conserved, i.e.,∇µGµν = 0.

In the right hand side of Eq. (3.14) we haveG, which is Newton’s constant, and the stress-energy

tensor, Tµν , that describes the energy-matter content of spacetime and must also be symmetric and

conserved, since the left side of the equation is. Therefore, the left had side of Eq. (3.14) determines

how the spacetime responds to the presence of matter, which is distributed according to the stress-

energy tensor that is in the right hand side of the equation.

Note that, the Einstein field equation will be solved if we find the components of the metric

tensor which satisfies it, since each tensor in the equation depends on them.

With the last postulate of GR being introduced, we finish our discussion about this topic. Now,

our task is to introduce a scalar field in this background, such that we can get an wave equation

that describes the dynamical evolution of the quantum field on a curved spacetime.

3.2 Wave Equation and Globally Hyperbolic Manifolds

Considering the spacetime structure (M,gµν) constructed above, whereM is a four-dimensional

manifold and gµν is a Lorentzian metric and it is related to the energy-matter content of spacetime
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by the Einstein field equations (3.14). We can use this background to formulate a quantum theory

of a Klein-Gordon scalar field ϕ [12].

Let us consider a scalar real field that is described by the function ϕ(xα), where α = (0, 1, 2, 3).

This is similar to the set of generalized coordinates, qi, used in classical mechanics. But now, we

are describing the field on an arbitrary region, U , of the spacetime manifold, bounded by a closed

hypersurface ∂U , i.e., there are no points on the hypersurface that are not part of the hypersurface

itself. The Lagrangian density, L, will depend on the scalar field ϕ and its first derivatives, ∇αϕ.

Therefore, we can describe the action as [29, 30]

S(ϕ) =

∫
U
L(ϕ, ϕ;α, α)

√
−g d4x, (3.19)

where g ≡ det(gµν) and we are using that ϕ;α ≡ ∇αϕ. Introducing the variation δϕ(xα), which

satisfies

δϕ(xα)

∣∣∣∣
∂U

= 0, (3.20)

and the variational principle,

δS = δ

∫
U
L(ϕ, ϕ;α, α)

√
−g d4x = 0, (3.21)

we get

δS =

∫
U

(
∂L
∂ϕ

δϕ+
∂L
∂ϕ;α

δϕ;α

)√
−g d4x (3.22)

Using the notation L′ ≡ ∂L
∂ϕ

and Lα ≡ ∂L
∂ϕ;α

, the Eq. (3.22) becomes

δS =

∫
U
(L′δϕ+ Lαδϕ;α)

√
−g d4x. (3.23)

The second term on the parentheses can be calculated using integration by parts. Thus,∫
U
Lαδϕ;α

√
−g d4x = Lαδϕ

∣∣∣∣
U
−
∫
U
∇α(Lα)δϕ

√
−g d4x (3.24)

=

∫
U
[∇α(Lαδϕ)−∇α(Lα)δϕ]

√
−g d4x. (3.25)

In this way, Eq. (3.23) will be

δS =

∫
U
[L′δϕ+∇αLαδϕ−∇α(Lα)]

√
−g d4x (3.26)

=

∫
U
(L′ −∇αLα) δϕ

√
−g d4x+

∮
∂U

LαδϕdΣα, (3.27)
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where, on the last step, we used the Gauss-Stokes theorem, which says that for any vector field Aα

defined within U , ∫
U
∇α(Aα)

√
−g d4x =

∮
∂U

Aα dΣα, (3.28)

with dΣα being the surface element [30]. Now, due to Eq. (3.20), we can write δS as

δS =

∫
U
(L′ −∇αLα) δϕ

√
−g d4x = 0, (3.29)

thus,

∇αLα − L′ = 0, (3.30)

or

∇α

(
∂L
∂ϕ;α

)
− ∂L
∂ϕ

= 0, (3.31)

which is known as the Euler-Lagrange equation for a scalar field ϕ.

As suggested by Eq. (3.31) the Lagrangian density, L, must depends only on ϕ and its first

derivatives. Also, since the wave equation is written in terms of second derivatives, the density L

should be a quadratic function in ϕ and its derivatives [29]. Considering that ϕ is the Klein-Gordon

field, with Lagrangian density given by

L = −1

2

√
−g
(
gµν∇µϕ∇νϕ+m2ϕ2

)
, (3.32)

wherem is the field mass and gµν is the inverse of gµν . Consequently, the action of a Klein-Gordon

field in a curved spacetime is

S = −1

2

∫
M
d4x

√
−g (∇µ∇µϕ+m2ϕ2). (3.33)

Now we can use the Eq. (3.31) along with Eq. (3.32) to derive the equation of motion, as

∂L
∂(∇µϕ)

= −
√
−g gµν∇µϕ, (3.34)

and
∂L
∂ϕ

= −
√
−g m2ϕ. (3.35)
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Therefore, we have

∇µ∇µϕ−m2ϕ = 0, (3.36)

which is known as the Klein-Gordon equation.

In order to actually describe the dynamics of the system, Eq. (3.36) needs to satisfy a well posed

initial value problem so that we can achieve unique solutions. According to the postulates of Gen-

eral Relativity, for each point in the four-dimensional manifold M we can construct light-cones

which are time oriented, i.e., each one of it has a well defined future and past, as illustrated in

Fig. 3.2. Consequently, there will be a three-dimensional hypersurface Σ0, such that, the points on

it are simultaneous to each other. This will allow us to formulate a well posed initial value theory

in the sense that, we can consider points in a hypersurface as the one described above, such that

we will have a well defined time orientation.

Therefore, consider the set of hypersurfacesΣt for which every pair of points p, q ∈ Σt is simul-

taneous. If Σt ∈ M, we say that this hypersurface is a submanifold of M, i.e., a three-dimensional

region inM where every timelike curve on the manifold may be extended to a timelike curve that

intersects Σt in one point.

Hypersurfaces with this restriction are called Cauchy surfaces, and a spacetime which admits

a Cauchy surface is called Globally Hyperbolic Spacetime. Now, we can expect a deterministic dy-

namical evolution with well defined initial values in Σ. We can state the following theorem [12].

Theorem 3. If (M, gµν) is a globally hyperbolic spacetime with smooth Cauchy surface Σ, then the

dynamical evolution of the Klein-Gordon field can be specified by a pair of smooth functions (ϕ0, ϕ̇0)

on Σ, where ϕ̇0 = nµ∇µϕ and nµ is a unitary vector normal to Σ.

Therefore, if we are going to work with a globally hyperbolic spacetime we can parameterize

Eqs. (3.33) and (3.32) in terms of a time flow vector tµ = Nnµ, such that tµ∇µt = 1, where nµ is

an unitary vector normal to a hypersurface Σt of constant t and N is a lapse function. Thus, we

can rewrite the Lagrangian density (3.32) as

L = −1

2

√
−g
[
(nµ∇µϕ)

2 + hµν∇µϕ∇νϕ+m2ϕ2
]
N, (3.37)
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where hµν is the metric induced by g on Σt. Also, the action becomes

S = −1

2

∫
M

√
−g
[
(nµ∇µϕ)

2 + hµν∇µϕ∇νϕ+m2ϕ2
]
Nd4x. (3.38)

We can use the relation

nµ∇µϕ =
1

N
tµ∇µϕ =

1

N
ϕ̇, (3.39)

to calculate the momentum density as

π =
∂L
∂ϕ̇

=
1

2
N
√
−g ∂

∂ϕ̇
(nµ∇µϕ)

2 =
1

2
N
√
−g ∂

∂ϕ̇

(
ϕ̇

N

)2

=
√
−g

(
ϕ̇

N

)
= (nµ∇µϕ)

√
−g, (3.40)

which is canonically conjugate to ϕ, such that, according to the Hamiltonian formulation studied

in classical mechanics, we can write the canonical Hamiltonian of the field as [12]

Hϕ(t) ≡
∫
Σt

[
π(t,x)ϕ̇(t,x)− L(ϕ,∇µϕ)

]
d3x. (3.41)

Following the canonical quantization procedure, since the operators ϕ and π are canonical

conjugate quantities, they must satisfy the equal time commutation relations [11, 12]

[ϕ(t,x), ϕ(t,x’)]Σt
= [π(t,x), π(t,x’)]Σt

= 0, (3.42)

[ϕ(t,x), π(t,x’)]Σt
= iδ3(x,x’), (3.43)

where x ≡ (x1, x2, x3) are spatial coordinates defined on Σt. The state of a system at any instant

of time is described by a point in phase space, M, which can be determined by the identification

of smooth functions ϕ(t,x) and π(t,x) on a Cauchy surface Σt. Then, the phase spaceM shall be

defined as [12]

M ≡ {ϕ : Σt → C, π : Σt → C | ϕ, π ∈ C∞
0 (Σt)} , (3.44)

where C is the set of complex numbers and C∞(Σt) is the set of infinitely differentiable compact

support functions in the Cauchy surface Σt.

Hence, with these restrictions about the spacetime structure, we formulate a field theory in

which the Klein-Gordon equation (3.36) satisfies well posed initial values. Additionally, we must
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have a solution space to Eq. (3.36), since it is possible to solve it now. Thus, in a globally hyperbolic

spacetime, we can define Cauchy surfaces which, for any of them, we specify smooth functions

ϕ and π, such that the pair [ϕ, π] represents a point in phase space, M, which in turn, leads to a

unique element of SC, where SC is the space of complex solutions of Eq. (3.36).

Now, if we have two points inM, say [ϕ1, π1] and [ϕ2, π2], which gives rise to two elements of

SC, we can define a bilinear map, Ω, that acts on the space SC as

Ω : SC × SC → C. (3.45)

Ω is a symplectic structure that defines a fundamental observable in the phase spaceM. Indepen-

dently of the choice of coordinates, we can write it as

Ω ([ϕ1, π1], [ϕ2, π2]) ≡
∫
Σt

(π1ϕ2 − π2ϕ1) d
3x, (3.46)

with the volume element in Σt given by d3x ≡ dx1 ∧ dx2 ∧ dx3. Using Eq. (3.40) we get

Ω (ϕ1, ϕ2) ≡
∫
Σt

√
−g nµ [ϕ2∇µϕ1 − ϕ1∇µϕ2] d

3x. (3.47)

So that we can define the Klein-Gordon inner product of the functions ϕ1 and ϕ2, as [11–13]

⟨ϕ1|ϕ2⟩KG ≡ −i Ω(ϕ1, ϕ2). (3.48)

Thus

⟨ϕ1|ϕ2⟩KG = −i
∫
Σt

√
−g nµ

[
ϕ2∇µϕ1 − ϕ1∇µϕ2

]
d3x, (3.49)

where the bar stands for complex conjugation. Also, it must satisfies all the properties of an inner

product

i. if V is a vector space, then the inner product on V is a map ⟨|⟩ : V × V → C, with C being

the set of complex numbers;

ii. if ψ1, ψ2 ∈ V the inner product must satisfy
〈
ψ1

∣∣ψ2

〉
= ⟨ψ2|ψ1⟩;

iii. if ψ ∈ V then ⟨ψ|ψ⟩ > 0 for all ψ ̸= 0;
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iv. if ⟨|⟩ is an inner product on the vector space V and ψ ∈ V , then we can define the norm on

it by ||ψ|| ≡ (⟨ψ|ψ⟩)1/2.

With the inner product defined by Eq. (3.48), we can choose a subspace H ⊂ SC, such that

⟨ | ⟩KG is positive on it. Also, let u ∈ H and v ∈ H being basis vectors, where H is the dual

subspace, such that SC = H ⊕H. If the inner product satisfies the relation ⟨u|v⟩KG = 0 and it is

positive and we can define (H, ⟨ | ⟩KG) as a Hilbert space with the orthonormal basis {uj}.

In quantummechanics, we can write the observableΩ in terms of the creation and annihilation

operators. For that, we construct the symmetric Fock space FS(H) based uponH [11, 12, 27]

FS(H) ≡
∞⊕
n=0

SνH
⊕n, (3.50)

where Sν is the operator that symmetrizes or antisymmetrizes a tensor. If the Hilbert space de-

scribes particles obeying bosonic (ν = +) statistics then, the Fock space will be the sum of sym-

metrized tensor products and if it describes particles obeying fermionic (ν = −) statistics the sum

will be over antisymmetrized tensor products. We can use the orthonormal basis {uj} to make an

expansion of the quantum field operator as [11]

ϕ̂(t,x) ≡
∑
j

[
uj(t,x)a(uj) + ūj(t,x)a†(uj)

]
, (3.51)

where, a(ūj) and a†(uj) are the creation and annihilation operators, respectively. They satisfy the

relations

[a(ūj), a
†(uj)] = ⟨u|v⟩ I, (3.52)

where I is the identity operator in FS(H). Finally, the fundamental quantum observables Ω̂(ψ, ·)

on FS(H) can be defined in terms of the annihilation and creation operators, for each ψ ∈ SC,

as [11–13]

Ω̂(ψ, ·) ≡ ia(Kψ)− ia†(Kψ), (3.53)

whereK is a linear one-to-one mapK : SC → H, which takes an element of the space of complex

solutions into an element of the Hilbert space.
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The symplectic vector space of complex solutions to Eq. (3.36) is then defined as (SC, Ω̂) with

the initial data [ϕ, π]. The observable Ω̂ can also be rewritten as an operator-valued distribution,

i.e., an operator representing the value of the field. In order to do that, consider the vector space,

T = C∞
0 (M), of smooth, compact-support real functions on themanifoldM. If we add some source

term f ∈ T in the right hand side of Eq. (3.36) we will, then, have unique advanced and retarded

solutions to it [12]. Thus, if Af and Rf are the advanced and retarded solutions, respectively, we

have [12]

(∇µ∇µ −m2)(Af) = f, (3.54)

(∇µ∇µ −m2)(Rf) = f, (3.55)

then, the solution to the homogeneous equation (3.36) will be

Ef = Af −Rf, (3.56)

where E : T → S , with S ⊂ SC being the set of real solutions to Eq. (3.36).

The function E also satisfies the properties [12]

i. For every element ψ ∈ S there is an Ef , such that Ef = ψ;

ii. Ef = 0 in, and only if, f = (∇µ∇µ −m2)g, for g ∈ T ;

iii. For all ψ ∈ S and f ∈ T , we can write∫
M

√
−gψfd4x = Ω(Ef, ψ), (3.57)

where Ω(Ef, ψ) is the function of fundamental observables inM.

In order to prove the first property, consider a real solution of the Klein-Gordon field equation (3.36),

ψ ∈ S , and a smooth function α, such that α = 0 to x0 ≤ 0 and α = 1 to x0 ≥ 1. Therefore, if

∇µ∇µψ −m2ψ = 0 (3.58)

then, we can define a source term f ∈ T as

f ≡
(
∇µ∇µ −m2

)
(−αψ), (3.59)
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where (−αψ) = Rf is a retarded solution, as we can see from Eq. (3.55). Another solution to the

in-homogeneous equation is (1− α)ψ, thus [12]

(∇µ∇µ −m2)(1− α)ψ = ∇µ∇µψ −m2ψ −∇µ∇µ(αψ) +m2(αψ) (3.60)

(∇µ∇µ −m2)(−αψ) = f (3.61)

so that, we can define (1 − α)ψ = Af , which is the advanced solution. Now, if we use Eq. (3.56),

we get

Ef = (1− α)ψ − (−αψ) = ψ. (3.62)

Which proves the first property.

The proof of the second property is straightforward. If f = (∇µ∇µ −m2)g, with g ∈ T , then,

by using Eqs. (3.54) and (3.55), we can write

(∇µ∇µ −m2)Af = f = (∇µ∇µ −m2)g (3.63)

(∇µ∇µ −m2)Rf = f = (∇µ∇µ −m2)g, (3.64)

therefore, Af = Rf = g [12] and, consequently, Ef = 0 [12]. Now, if Ef = 0, then Af = Rf =

g ∈ T .

To prove the third property, consider the solution to the homogeneous equation ψ ∈ S , the

source function f ∈ T and the times t1, t2 ∈ R, with f = 0∀t /∈ [t1, t2]. Thus, [12]∫
M

√
−g ψfd4x =

∫
t∈[t1,t2]

d4x
√
−g ψ(∇µ∇µ −m2)Af. (3.65)

We can use Eq. (3.58) to write∫
t∈[t1,t2]

d4x
√
−g ψ(∇µ∇µ −m2)Af =

=

∫
t∈[t1,t2]

d4x
√
−g [ψ(∇µ∇µ −m2)Af − Af(∇µ∇µ −m2)ψ]

=

∫
t∈[t1,t2]

d4x
√
−g [ψ∇µ∇µ(Af)− Af∇µ∇µ(ψ)] . (3.66)

If we use Green’s identity,∫
V
(ψ∇2ϕ− ϕ∇2ψ)dV =

∮
S
(ψ∇ϕ− ϕ∇ψ) · dS, (3.67)
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where ψ and ϕ are twice differentiable functions, we get [12]∫
t=t1

d3x
√
−g [ψ∇t(Ef)− Ef∇t(ψ)] = Ω(Ef, ψ). (3.68)

Since we considered the hypersurface t = t1 then, outside the causal future of f , we have Rf = 0,

such that Af = Ef . Also, the spatial derivatives cancel each other, so we have only time ones.

Therefore, we proved all properties of the map E.

Moreover, we can define the field operator associated to a real solutionEf ∈ S such as [11, 12]

ϕ̂(f) ≡ Ω̂(Ef, ·) ≡ ia(KEf)− ia†(KEf), (3.69)

with K : S → H being the operator which takes the positive-norm part of any real solution

Ef ∈ S [11]. Equation (3.69) represents a map from test functions into operators in FS(H).

The properties of the functionE, which were demonstrated above, has some effects on the field

operator ϕ̂(f). The first one we already used on the definition of Eq. (3.69), i.e., describing the field

operator ϕ̂(f) for any f ∈ T is much the same as specifying the observable ˆΩ(ψ, ·) for ψ ∈ S [12].

The second property implies that, if f = (∇µ∇µ −m2) g for some g ∈ T , the field operator ϕ̂(f),

as well as the observable Ω̂(Ef, ·), will be equal to zero. Lastly, we can use the third property to

demonstrate that the field operators satisfies the fundamental commutation relations [11]

[ϕ̂(f), ϕ̂(g)] = −i∆(f, g)I, (3.70)

for all f, g ∈ T and

∆(f, g) ≡
∫
M
d4x

√
−g Egf. (3.71)

In order to demonstrate it, we can use the definition of Eq. (3.69) to some ψ ∈ S , and write

[
ϕ̂(f), ϕ̂(g)

]
=
[
Ω̂(Ef, ψ), Ω̂(Eg, ψ)

]
. (3.72)

Where, the right hand side of the above equation can be related to the function Ω on the classical

phase space M if we use

[
Ω̂([ϕ1, π1], ·), Ω̂([ϕ2, π2], ·)

]
= −iΩ([ϕ1, π1], [ϕ2, π2])I, (3.73)
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which is another representation of the commutators in Eqs. (3.42) and (3.43).

In the case of equation (3.72) we have [12][
Ω̂(Ef, ψ), Ω̂(Eg, ψ)

]
= −iΩ(Ef,Eg), (3.74)

such that, we can use the third property of E, defined above, to write

Ω(Ef,Eg) =

∫
M
d4x

√
−g Egf ≡ ∆(f, g), (3.75)

then, the demonstration is finished by[
ϕ̂(f), ϕ̂(g)

]
= −iΩ(Ef,Eg)I = −i∆(f, g)I. (3.76)

The disadvantage of thismethod is that it involves arbitrary choices of Hilbert spaces, which can

take us to unitarily inequivalent representations of the quantum field theory in curved spacetime.

Physically, it implies that we couldmake infinitely choices of particles and vacuum representations,

since each Fock space F(H) represents the particle’s states. Therefore, if we have different, i.e.,

not unitarily equivalent, Hilbert spaces we can define "particles" in distinct ways. We can solve

this problem by formulating the theory through the algebraic approach, which will allow us to

construct a quantum field theory without making any preferred choice of states.

3.3 The Algebraic Approach

The algebraic formulation of the quantum field theory will grant us that even states derived

from unitarily inequivalent representations can be treated equally, since they satisfy the same al-

gebraic relations. To understand it, consider the Hilbert spaces H1 and H2, which comprises all

field states, such that, they can be defined as the symmetric Fock spaces FS(H1) and FS(H2),

respectively.

As we did before, we can define fundamental quantum observables on each Fock space,FS(H1)

andFS(H2), as Ω̂1(ψ, ·) and Ω̂2(ψ, ·), respectively. Thus, we have two different representations of a

field theory. These two theories may be unitarily inequivalent, which would force us to choose one

of them as preferred. In order to avoid that choice, we can formulate a quantum field theory such
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that the relations satisfied by the operators {Ω̂1(ψ, ·)} ∈ FS(H1) are the same as those satisfied by

{Ω̂2(ψ, ·)} ∈ FS(H2) [12]. This will be the algebraic approach.

This formulation consists of taking the field, defined in Eq. (3.69), to an algebraic space,A(M),

of observables of the Klein-Gordon field. An algebra A over the set of complex numbers C is

defined as a complex vector space equipped with a bilinear and associative operation. Thus,Awill

be an algebra if [12, 27]

i. there is a map •, so that • : A×A → A;

ii. to (A1, A2, A3) ∈ A, the associative operation (A1A2)A3 = A1(A2A3) is satisfied.

Also, we say that A is a normed algebra if it has a well defined norm, such that if a ∈ A, then

a ∈ A → ||a|| ∈ R, (3.77)

where R is the set of real numbers. Therefore, to any a, b ∈ A and γ ∈ C, the norm must satisfy

the following relations:

i. ||a|| ≥ 0;

ii. ||a|| = 0 if, and only if, a = 0;

iii. ||γa|| = |γ| ||a||, where |γ| is the module of the complex number γ;

iv. ||a+ b|| ≤ ||a||+ ||b||;

v. ||ab|| ≤ ||a|| ||b||.

Moreover, if all Cauchy sequences on A converges, i.e., the elements of A are closer to each other

than any given positive distance, the algebra A is said complete. A complete normed algebra is

called a Banach algebra [12].

IfA is a Banach algebra, an involution on it, i.e., a map which take us to the starting point when

it is applied twice, is defined as

∗: A → A, (3.78)

such that, for any a, b ∈ A and γ ∈ C, it must satisfy:
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i. (a+ b)∗ = a∗ + b∗;

ii. (γa)∗ = γa∗;

iii. (ab)∗ = b∗ a∗;

iv. (a∗)∗ = a;

v. ||a∗|| = ||a||.

A Banach algebra equipped with an involution is a *-algebra. Lastly, if it also fulfill the property

vi. ||a∗a|| = ||a||2, ∀a ∈ A,

we call it a C*-algebra [12, 27].

This formulation is quite different from what we did before. Now, instead of defining operators

which act upon vectors in a Hilbert space, we will build operators as elements ofA(M) over which

the states will act by identifying a number to each one of it [12]. In this way, we can proceed with

the quantization procedure writing the field operator defined in Eq. (3.69) as an element ofA, such

that, to any f ∈ C∞
0 (M), we will have a map [11, 12]

ϕ : f ∈ C∞
0 (M) → ϕ̂(f) ∈ A(M), (3.79)

whereA(M) is a *-algebra. Moreover, the operator ϕ̂(f) satisfies the following properties [11, 13]:

1. ϕ̂∗(f) = ϕ̂(f), for any f ∈ T ;

2. ϕ̂([∇µ∇µ −m2] g) = 0, for some f = [∇µ∇µ −m2] g and g ∈ T ;

3.
[
ϕ̂(f), ϕ̂(g)

]
= −i∆(f, g)I.

Therefore, as we said before, a quantum state in this formulation will act upon an operator,

which is defined in an algebraic space, by associating a number to each one of it. So we must define

a quantum state, ω, as a linear functional on an algebraic space, A(M), such that ω : A(M) → C.

As a quantum state, it must satisfy the positivity condition, i.e., ω(a∗a) ≥ 0 ∀ a ∈ A(M), and the

normalization condition, i.e., ω(I) = 1 where I is the identity element of A(M) [11, 12].
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In order to facilitate our formulation of QFT in curved spacetimes, we will use an alternative

choice for the *-algebra of fundamental observables, W(M), which is called Weyl algebra. There-

fore, in this construction, we define fundamental observables as the operators [12]

Ŵ (Ef) ≡ eiϕ̂(f), (3.80)

which satisfies the Weyl relations,

Ŵ ∗(Ef) = Ŵ (−Ef), (3.81)

Ŵ
[
E(∇µ∇µ −m2)f

]
= I, (3.82)

Ŵ (Ef)Ŵ (Eg) = ei∆(f,g)/2 Ŵ (Ef + Eg), (3.83)

for all f, g ∈ T .

If we follow the same reasoning we did when we defined the quantum states before, we can

say that the states which will arise from this quantum field construction must be a positive and

normalized linear functional ω, such that ω : W(M) → C, since W(M) is also a *-algebra.

Lastly, let (S,Ω) be a vector space of real solutions to Eq. (3.36), with well posed initial values

in Σt. The specification of a Hilbert space in the space of complex solutions, SC allow us to define

an inner product, µ, on the subspace of real solutions, S , such that µ : S × S → R. The inner

product between two solutions, ψ1 and ψ2, with ψ1, ψ2 ∈ S , will be [12]

µ(ψ1, ψ2) = Re ⟨Kψ1|Kψ2⟩KG = Im Ω(Kψ1, Kψ2), (3.84)

where we used Eq. (3.48) and K : S → H. Also, the imaginary part of the Klein-Gordon inner

product can be written as

Im ⟨Kψ1|Kψ2⟩KG = −Re Ω(Kψ1, Kψ2)

= −1

2
Ω(Kψ1, Kψ2)−

1

2
Ω(Kψ1, Kψ2)

= −1

2
Ω(ψ1, ψ2), (3.85)

where ψ1 = Kψ1 +Kψ1 and ψ2 = Kψ2 +Kψ2 for all ψ1, ψ2 ∈ S [12]. Then, if we use that

⟨Kψ1|Kψ2⟩KG = Re ⟨Kψ1|Kψ2⟩KG + Im ⟨Kψ1|Kψ2⟩KG , (3.86)
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along with Eqs. (3.84) and (3.85), we get

⟨Kψ1|Kψ2⟩KG = µ(ψ1, ψ2)−
1

2
Ω(ψ1, ψ2). (3.87)

Now, we can utilize Schwarz inequality,

||x1||2||x2||2 ≥ | ⟨x1|x2⟩ |2 ≥ |Im ⟨x1|x2⟩ |2, (3.88)

with x1 = Kψ1 and x2 = Kψ2, to write

||Kψ1||2||Kψ2||2 ≥ | ⟨Kψ1|Kψ2⟩ |2 ≥ |Im ⟨Kψ1|Kψ2⟩KG |
2, (3.89)

and

µ(ψ1, ψ1)µ(ψ2, ψ2) ≥
1

4
|Ω(ψ1, ψ2)|2, (3.90)

so that, µ is positive-definite.

Thus, considering the first property ofE, we can make ψ1 = Ef and ψ2 = Eg, to any f, g ∈ T ,

such that, the above relation becomes

µ(Ef,Ef)µ(Eg,Eg) ≥ 1

4
|Ω(Ef,Eg)|2. (3.91)

To a real inner product, µ, on S , which satisfies the relation (3.91), we can define an algebraic state,

ωµ, associated with it, by

ωµ

[
Ŵ (Ef)

]
≡ e−µ(Ef,Ef)/2. (3.92)

Also, if µ satisfies (3.91), we call ω a quasi-free state [12].

Therefore, the fundamental observables of the quantum field theory in curved spacetimes will

be defined as elements of the Weyl algebra. This formulation is useful because it will not demand

us to take any preferred choice, in the sense that, even to unitarily inequivalent Hilbert space

constructions, generated by preferred choices of µ, which satisfies Eq. (3.91), the algebraic spaces

which they give rise, are isomorphic.

In the next chapter we will apply this algebraic formulation to a system composed by a scalar

field and two qubits, one for Alice and another one for Bob, observers at arbitrary points in the

spacetime. Our goal is to calculate the classical capacity of the quantum channel and the energetic

balance of the communication process in a general globally hyperbolic spacetime.
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Chapter 4

Energy Cost for the Transmission of
Information for a Relativistic Quantum
Communication Channel

In the previous chapters we investigated some of the main concepts of information theory,

such as information measures, data compression and also channel capacity. Then, based on the

ideas of general relativity, we described a quantum field theory in globally hyperbolic spacetimes.

Now, we are ready to put all of these concepts together and describe mathematically the quantum

channel used by Alice and Bob. Additionally, we will calculate the capacity of the quantum channel

as well as the energy cost for transmitting information on it.

First of all, we will give a mathematical description of the communication channel between

Alice and Bob. This will be made by considering a system composed of two-qubits and a quantum

scalar field. We will trace out the field degrees of freedom of the initial system state and then take

the partial trace over the Alice’s qubit A. By doing this, we obtain the final state of Bob’s qubit,

which can be defined as a map that describes the communication channel. After doing this, we

will calculate the channel capacity, i.e., the maximum amount of information which can be reliably

transmitted per use of the channel.

We will dedicate the second half of the chapter to describe the quantum field theory restricted

to null sub-manifolds. It will be done because, as we will see, we will assume a massless field and,

since we are considering the relativistic context, when we evaluate the total Hamiltonian from the

infinity null past to the infinity null future — these concepts will be discussed later —wewon’t need
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to worry about the interaction Hamiltonian, once the interactions happens for a limited amount of

time. In this way, we will calculate the total system energy variation and investigate each one of

its contributions.

4.1 The Quantum Communication Channel

Before we look for a mathematical description of the communication channel, let us first re-

view the communication procedure. Thus, consider that Alice and Bob want to communicate with

each other and they will use a quantum field ϕ as a noisy communication channel, i.e., the infor-

mation Bob receives is not completely reliable.

As a means to imprint some information on the field state, Alice needs to interact her qubit

with the quantum field for a certain amount of time, the same must be done by Bob in order to get

the information. Therefore, consider that Alice’s qubit, which is associated with the Hilbert space

HA, is prepared in the state ρA−∞ and interacts with the quantum field, that is in some quasi-free

state ωµ, for a limited amount of time ∆tA, relative to the Cauchy surface Σt.

After Alice switches off her qubit interaction with the field, Bob will switch on his qubit inter-

action. It is initially prepared in the state ρB−∞, which is associated with the Hilbert space HB . As

Alice’s, Bob’s qubit will interact with the field for a limited amount of time ∆tB [11]. The interac-

tion can’t be done for too long, in order to avoid information losses due to decoherence. Addition-

ally, Bob knows the field state even before Alice interacts her qubit with it, so, after performing the

measurement, he will be able to tell how the field state has changed after Alice’s interaction.

Therefore, we expect that the initial state of the qubits is given by ρA−∞ ⊗ ρB−∞, such that, the

initial state of the system, which is composed by the two qubits and the field, will be given by

ρ−∞ ≡ ρA−∞ ⊗ ρB−∞ ⊗ ρω, where ρω is the density operator associated with the algebraic state ωµ,

such that ωµ(Ŵ (Ef)) ≡ Tr
(
ρωŴ (Ef)

)
. Thus, the total Hamiltonian of the system will be given

by the Hamiltonian of the field plus the one associated with the interaction between the qubits and

the field

H(t) ≡ Hϕ(t) +Hint(t), (4.1)
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where Hϕ(t) is the field Hamiltonian, which is defined in Eq. (3.41), and Hint(t) is the interaction

Hamiltonian [11, 13]

Hint(t) ≡
∑
j

ϵj(t)

∫
Σt

d3x
√
−g ψj(t,x)ϕ(t,x)⊗ σz

j . (4.2)

j = A,B labels Alice and Bob’s qubits, respectively, while ϵj(t) ∈ C∞
0 (R) is a real and compact

support coupling function that sustain the interaction of the qubit j with the field for a finite

amount of time ∆tj [11]. Also, ψj(t,x) is a real and smooth function, which satisfies ψj|Σt ∈

C∞
0 (Σt), and limits the interaction of each qubit to the vicinity of its own world line [11]. Lastly,

σz
j is the Pauli matrix on z-dimension associated with the qubit j, which appears because of the

field’s interaction with the two-level systems.

Now that we have the initial state of the system, as well as its Hamiltonian, our next job is to

evolve it in time, relative to the Cauchy surface Σt, so we can find the final system state. Thus,

in the interaction representation, we can define the time-evolution operator associated with the

interaction Hamiltonian as [13]

U = T exp

{
−i
∫ ∞

−∞
Hint(t)dt

}
, (4.3)

where T is the time ordering operator relative to t. This operator is responsible to take any product

of operators, defined in different times, and sort them in descending order in time. It is important

because we have a time order of interaction with the field.

The derivative of U , relative to t, can be written as

U ′ = T
d

dt
exp

{
−i
∫ ∞

−∞
Hint(t)dt

}
(4.4)

= −iHint(t)U. (4.5)

The Magnus theorem says that, the solution to the linear evolution equation

X ′(t) = A(t)X(t), (4.6)

with a well posed initial value, can be expressed as an exponential of a function Ω(t)

X(t) = eΩ(t). (4.7)
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If we identify A(t) = −iHint(t) such that X(t) = U , we can write

U = eΩ(t), (4.8)

where Ω(t) is defined by the expansion

Ω(t) ≡
∞∑
n=1

Ωn, (4.9)

with Ωn being an operator of order n in Hint(t) [11].

We can calculate the expansion of Ω(t) by

Ω(t) =

∫ t1

t0

A(t)dt− 1

2

∫ t1

t0

[∫ t

t0

A(t′)dt′, A(t)

]
dt+ .... (4.10)

Only the first two terms will be relevant to us, since the terms with n ≥ 0 will depends on the

commutator between ϕ̂(fj) and I, which is zero. Thus, for t going from −∞ to ∞, the first term

of the sum will be

Ω1 = −i
∫ ∞

−∞
Hint(t)dt. (4.11)

To the second term can be written as∫ t1

t0

[∫ t

t0

A(t′)dt′, A(t)

]
dt =

∫ ∞

−∞
dt

∫ t

−∞
dt′ [Hint(t), Hint(t

′)] . (4.12)

Therefore,

Ω2 = −1

2

∫ ∞

−∞
dt

∫ t

−∞
dt′ [Hint(t), Hint(t

′)] . (4.13)

If we substitute Eq. (4.2) into Ω1, we get

Ω1 = −i
∫ ∞

−∞
dt

[∑
j

ϵj(t)

∫
Σt

d3x
√
−g ψj(t,x)ϕ(t,x)⊗ σz

j

]
(4.14)

= −i
∑
j

∫
M
d4xϵj(t)

√
−g ψj(x)ϕ(x)⊗ σz

j (4.15)

= −i
∑
j

∫
M
d4x

√
−g fj(x)ϕ(x)⊗ σz

j , (4.16)

where we defined

fj(x) ≡ ϵj(t)ψj(x). (4.17)
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Also, from the previous chapter, we can use Eq. (3.57) along with Eq. (3.69) to write

ϕ̂(fj) ≡
∫
M
d4x

√
−g fj(x)ϕ(x), (4.18)

such that the first term of the expansion of Ω(t) becomes

Ω1 = −i
∑
j

ϕ̂(fj)⊗ σz
j , (4.19)

for j = A,B.

Again, if we substitute Eq. (4.2) into Ω2, we obtain [11]

Ω2 = −1

2

∫ ∞

−∞
dt

∫ t

−∞
dt′

[∑
j

ϵj(t)

∫
Σt

d3x
√
−g ψj(t,x)ϕ(t,x)⊗ σz

j ,

∑
i

ϵi(t
′)

∫
Σt′

d3x’
√

−g′ ψj(t
′,x’)ϕ(t′,x’)⊗ σz

i

]
,

(4.20)

to i = A,B. Defining

Ξ ≡ 1

2

∑
j

∫ ∞

−∞
dtϵj(t)

∫ t

−∞
dt′ϵj(t

′)∆j(t, t
′), (4.21)

with

∆j(t, t
′) ≡

∫
Σt

d3x
√
−g
∫
Σt′

d3x’
√

−g′ ψj(t,x)∆(x, x′)ψj(t
′,x’) (4.22)

and [
ϕ̂(x), ϕ̂(x′)

]
≡ −i∆(x, x′)I, (4.23)

we can use it and open the commutator in Eq. (4.20), to get [11]

Ω2 = iΞI− i

2
∆(fA, fB)σ

z
A ⊗ σz

B, (4.24)

where, on the first term we consider the case j = i and the second one is when j ̸= i.

Now we can substitute Eqs. (4.19) and (4.24) into Eq. (4.8), by using the expansion defined in

Eq. (4.9), to get the time evolution operator

U = e−i
∑

j ϕ̂(fi)⊗σz
j eiΞI−

i
2
∆(fA,fB)σz

A⊗σz
B (4.25)

or

U = e−iϕ̂(fA)⊗σz
A−iϕ̂(fB)⊗σz

BeiΞI−
i
2
∆(fA,fB)σz

A⊗σz
B . (4.26)
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If we use the Baker–Campbell–Hausdorff (BCH) formula

ex+y = exeye−
1
2
[x,y], (4.27)

which is valid when [x, [x, y]] = [y, [x, y]] = 0, and replacing x and y as

x = −iϕ̂(fA)⊗ σz
A, (4.28)

y = −iϕ̂(fB)⊗ σz
B, (4.29)

the commutator between these operators will be

[x, y] =
[
−iϕ̂(fA)⊗ σz

A,−iϕ̂(fB)⊗ σz
B

]
= −

[
ϕ̂(fA), ϕ̂(fB)

]
σz
A ⊗ σz

B

= i∆(fA, fB)Iσz
A ⊗ σz

B, (4.30)

and the BCH formula,

e−iϕ̂(fA)⊗σz
A−iϕ̂(fB)⊗σz

B = e−iϕ̂(fA)⊗σz
Ae−iϕ̂(fB)⊗σz

Be−
i
2
∆(fA,fB)σz

A⊗σz
B . (4.31)

It can be used in Eq. (4.26) to write it as

U = eiΞIe−iϕ̂(fA)⊗σz
Ae−iϕ̂(fB)⊗σz

Be−i∆(fA,fB)σz
A⊗σz

B , (4.32)

where we explored that [ϕ̂(fj)⊗ σz
j , I] = 0.

Now that we have the time evolution operator, we can use it to evolve the initial state of the

system ρ−∞ and obtain the final state of the two-qubits plus field ρ+∞ = Uρ−∞U
†. Later, we will

use this state to compute the total energy variation of the system, but for now, we are interested

in describing the communication channel used by Alice and Bob.

The expression which describes the communication channel should relate the initial state of

Alice’s qubit to the final state of Bob’s qubit, i.e., it is a map that take us from the state ρA−∞ to the

state ρB . In order to find the final state of Bob’s qubit, we need to trace out the field and Alice’s

qubit degrees of freedom from the system state after the communication process has ended. In this

way, we can define Bob’s qubit final state as

ρB ≡ TrA,ϕ(Uρ−∞U
†) ≡ TrA,ϕ(Uρ

A
−∞ ⊗ ρB−∞ ⊗ ρωU

†). (4.33)
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Before we proceed with this calculation, let us first make the following expansion

exp
{
−iϕ̂(fj)⊗ σz

j

}
= 1− iϕ̂(fj)⊗ σz

j −
1

2!
[ϕ̂(fj)⊗ σz

j ]
2 +

i

3!
[ϕ̂(fj)⊗ σz

j ]
3 − ..., (4.34)

where we used the property

(σz
j )

n =

{
1 if n is even;
σz
j if n is odd. (4.35)

Thus, if we write this exponential function in terms of sines and cosines, we get

exp
{
−iϕ̂(fj)⊗ σz

j

}
= cos ϕ̂(fj)I− i sin [ϕ̂(fj)]⊗ σz

j , (4.36)

where the operators cos ϕ̂(fj) and sin ϕ̂(fj) are defined according to

cos ϕ̂(fj) ≡
1

2

[
eiϕ̂(fj) + e−iϕ̂(fj)

]
(4.37)

and

sin ϕ̂(fj) ≡
1

2i

[
eiϕ̂(fj) − e−iϕ̂(fj)

]
. (4.38)

We can use the Weyl operator in Eq. (3.80) to rewrite the above equations as

cos ϕ̂(fj) ≡
1

2

[
Ŵ (Efj) + Ŵ (−Efj)

]
(4.39)

and

sin ϕ̂(fj) ≡
1

2i

[
Ŵ (Efj)− Ŵ (−Efj)

]
. (4.40)

Now, using the above definitions, we can trace out the field degrees of freedom of the system

state after the communication process has ended. This process will give us the state, ρAB , without

the field degrees of freedom. After this process is done we will need to trace out Alice’s qubit

degrees of freedom, as Eq. (4.33) suggests, in order to find Bob’s qubit final state.

Therefore, the state ρAB will be [11, 13]

ρAB ≡ Trϕ
(
UρA−∞ ⊗ ρB−∞ ⊗ ρωU

†) (4.41)

= Trϕ

{
eiΞIe−iϕ̂(fA)⊗σz

Ae−iϕ̂(fB)⊗σz
Be−i∆(fA,fB)σz

A⊗σz
BρA−∞ ⊗ ρB−∞ ⊗ ρω×

×e−iΞIei∆(fA,fB)σz
A⊗σz

Beiϕ̂(fB)⊗σz
Beiϕ̂(fA)⊗σz

A

} (4.42)
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= Trϕ

{
e−iϕ̂(fA)⊗σz

Ae−iϕ̂(fB)⊗σz
Be−i∆(fA,fB)σz

A⊗σz
B(ρA−∞ ⊗ ρB−∞)×

×ei∆(fA,fB)σz
A⊗σz

Bρωe
iϕ̂(fB)⊗σz

Beiϕ̂(fA)⊗σz
A

}
,

(4.43)

from which we can define

ρ̃AB ≡ e−i∆(fA,fB)σz
A⊗σz

B(ρA−∞ ⊗ ρB−∞)ei∆(fA,fB)σz
A⊗σz

B , (4.44)

to write

ρAB = Trϕ

{
e−iϕ̂(fA)⊗σz

Ae−iϕ̂(fB)⊗σz
B ρ̃ABρωe

iϕ̂(fB)⊗σz
Beiϕ̂(fA)⊗σz

A

}
(4.45)

= Trϕ

{[
cos ϕ̂(fA)− i sin ϕ̂(fA)⊗ σz

A

] [
cos ϕ̂(fB)−

− i sin ϕ̂(fB)⊗ σz
B

]
ρ̃ABρω

[
cos ϕ̂(fB) + i sin ϕ̂(fB)⊗ σz

B

]
×

×
[
cos ϕ̂(fA) + i sin ϕ̂(fA)⊗ σz

A

]}
.

(4.46)

Note that, by performing the multiplication, the first term will be

Trϕ

{
cos ϕ̂(fA) cos ϕ̂(fB)ρ̃

ABρω cos ϕ̂(fB) cos ϕ̂(fA)
}
, (4.47)

but, since we are tracing out only the field degrees of freedom, it becomes

Trϕ

{
cos ϕ̂(fB) cos ϕ̂(fA) cos ϕ̂(fA) cos ϕ̂(fB)ρω

}
ρ̃AB, (4.48)

where we used the cyclic property of trace. The calculation of the other terms will be similar. Now,

applying the relation ωµ(Ŵ (Ef)) ≡ Tr
(
ρωŴ (Ef)

)
, as well as ωµ[Ŵ (Ef)] ∈ R+, and defining

Γαβγδ ≡ ωµ(Fα[ϕ(fB)]Fβ[ϕ(fA)]Fγ[ϕ(fA)]Fδ[ϕ(fB)]), (4.49)

where α, β, γ, δ ∈ {s, c}, Fs[ϕ] ≡ sinϕ and Fc[ϕ] ≡ cosϕ, we will get, after some algebra,

ρAB = Γccccρ̃
AB + Γssssσ

z
A ⊗ σz

Bρ̃
ABσz

A ⊗ σz
B + Γcsscσ

z
Aρ̃

ABσz
A+

+ Γsccsσ
z
Bρ̃

ABσz
B − Γccssσ

z
A ⊗ σz

Bρ̃
AB − Γssccρ̃

ABσz
A ⊗ σz

B+

+ Γscscσ
z
Aρ̃

ABσz
B + Γcscsσ

z
Bρ̃

ABσz
A,

(4.50)

so that, we can abbreviate it as [11]

ρAB = Γccccρ̃
AB + Γssssσ

z
A ⊗ σz

Bρ̃
ABσz

A ⊗ σz
B + Γcsscσ

z
Aρ̃

ABσz
A+

+ Γsccsσ
z
Bρ̃

ABσz
B −

(
Γssccρ̃

ABσz
A ⊗ σz

B + H.c.
)
+

+
(
Γcscsσ

z
Bρ̃

ABσz
A + H.c.

)
,

(4.51)
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where H.c. stands for Hermitian conjugate. The Γαβγδ can be written by using the algebraic states

defined by

νj ≡ ωµ(Ŵ [E(2fj)]) = e−2||Efj ||2 , (4.52)

ν+AB ≡ ωµ(Ŵ [E(2fA + 2fB)]) = e−2||E(fA+fB)||2 (4.53)

and

ν−AB ≡ ωµ(Ŵ [E(2fA − 2fB)]) = e−2||E(fA−fB)||2 . (4.54)

In order to do that, we need to use the Weyl relations, which were shown in the previous

chapter, as well as Eqs. (4.37) and (4.38). We can calculate one term here and the others will follow

the same procedure. Thus, if we substitute Eq. (4.38) into Γssss, we get

Γssss = ωµ (Fs[ϕ(fB)]Fs[ϕ(fA)]Fs[ϕ(fA)]Fs[ϕ(fB)])

= ωµ [sinϕ(fB) sinϕ(fA) sinϕ(fA) sinϕ(fB)]

= ωµ

(
1

2i
[Ŵ (EfB)− Ŵ (−EfB)]

1

2i
[Ŵ (EfA)− Ŵ (−EfA)]×

× 1

2i
[Ŵ (EfA)− Ŵ (−EfA)]

1

2i
[Ŵ (EfB)− Ŵ (−EfB)]

)
= ωµ

(
1

16

[
Ŵ (EfB)Ŵ (EfA)− Ŵ (EfB)Ŵ (−EfA)−

− Ŵ (−EfB)Ŵ (EfA) + Ŵ (−EfB)Ŵ (−EfA)
]
×

×
[
Ŵ (EfA)− Ŵ (−EfA)

] [
Ŵ (EfB)− Ŵ (−EfB)

])
.

(4.55)

If we use the Weyl relation (3.83) and proceed with the calculations of all terms, we find that

Γssss = ωµ

(
1

16

{
−
[
Ŵ (2EfA) + Ŵ (−2EfA)

] [
e2i∆(fA,fB)+

+ e−2i∆(fA,fB)
]
+
[
Ŵ (2EfA + 2EfB) + Ŵ (−2EfA − 2EfB)

]
+

+
[
Ŵ (2EfA − 2EfB) + Ŵ (−2EfA + 2EfB)

]
+ 4−

− 2
[
Ŵ (2EfB) + Ŵ (−2EfB)

]})
,

(4.56)

where we can implement the definitions in Eqs. (4.52), (4.53) and (4.54), to write

Γssss =
1

8
(ν+AB + ν−AB) +

1

4
(1− νB − νA cos [2∆(fA, fB)]) . (4.57)
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By following the same procedure, we can calculate all the other terms of Γαβγδ . The results

are [11]

Γcccc =
1

8
(ν+AB + ν−AB) +

1

4
(1 + νB + νA cos [2∆(fA, fB)]) , (4.58)

Γcssc = −1

8
(ν+AB + ν−AB) +

1

4
(1 + νB − νA cos [2∆(fA, fB)]) , (4.59)

Γsccs = −1

8
(ν+AB + ν−AB) +

1

4
(1− νB + νA cos [2∆(fA, fB)]) , (4.60)

Γsscc = −1

8
(ν+AB − ν−AB) +

i

4
νA sin [2∆(fA, fB)], (4.61)

Γcscs = −1

8
(ν+AB − ν−AB)−

i

4
νA sin [2∆(fA, fB)], (4.62)

with Γccss = Γscsc = 0.

Now, in order to find ρB , we just need to trace out Alice’s qubit degrees of freedom of the state

ρAB —for more details see [31]—,

ρB ≡ TrA(ρ
AB), (4.63)

which procedure is similar to that of the field. By doing it, we find Bob’s qubit final state to be

ρB =
1

2
(1 + νB cos[2∆(fA, fB)]) ρ

B
−∞ +

1

2
(1− νB cos[2∆(fA, fB)])σ

z
Bρ

B
−∞σ

z
B+

+
i

2
νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞
[ρB−∞, σ

z
B],

(4.64)

where ⟨σz
A⟩ρA−∞

≡ Tr
{
ρA−∞σ

z
A

}
. Hence, Eq. (4.64) represents Bob’s qubit state after the communi-

cation protocol has ended, i.e., the final system state without the degrees of freedom of the field

and Alice’s qubit. Now, in order to write the map which describes the communication channel, we

must find one which is linear, trace preserving, completely positive and take us from the Alice’s

qubit initial state, ρA−∞, to Bob’s qubit final state, ρB . The properties as trace preserving and com-

pletely positive will guarantee us that the result will be a density operator, so we can calculate the

probabilities of the outcomes of any measurement performed upon the system. We define this map

as E(ρA−∞).

But before we proceed with this calculation, first we need to set Bob’s qubit initial state. Since

σz
B commuteswith the total Hamiltonian it is not productive towrite ρB−∞ in terms of its eigenstates,

because if we do that, Bob won’t get any information transmitted by Alice. Thus, we can choose
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an initial state for Bob’s qubit in such a way that it will maximize the signalling amplitude of the

communication process [11, 13].

Attempting to understand how to maximize the signalling amplitude, let us write the measure

probability associated to Bob. Let ρA−∞k, with k = (+,−), be the state Alice encodes the message

that will be transmitted. Then, Bob performs a projective measure by using the operators

FB
+ ≡ |x+⟩B B⟨x+|, (4.65)

FB
− ≡ |x−⟩B B⟨x−|, (4.66)

where |x+⟩B and |x−⟩B are eigenvectors associated with σx
B , such that, σx

B |x±⟩ = ± |x±⟩. The

probability that Bob receives the outcome l = ± after the measure is given by p(l|k) ≡ Tr
(
FB
l ρ

B
k

)
,

where ρBk is the Bob’s qubit state in Eq. (4.64).

Therefore, the probability will be

Tr
(
FB
l′ ρ

B
k

)
=
∑
l

⟨xl|xl′⟩ B⟨xl′|
{
1

2
(1 + νB cos[2∆(fA, fB)])ρ

B
−∞+

+
1

2
(1− νB cos[2∆(fA, fB)])σ

z
Bρ

B
−∞σ

z
B+

+
i

2
νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞k
[ρB−∞, σ

z
B]

}
|xl⟩B ,

(4.67)

and

Tr
(
FB
xl′
ρBk

)
= B⟨x+|

{
1

2
(1 + νB cos[2∆(fA, fB)])ρ

B
−∞+

+
1

2
(1− νB cos[2∆(fA, fB)])σ

z
Bρ

B
−∞σ

z
B+

+
i

2
νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞k
[ρB−∞, σ

z
B]

}
|x+⟩B +

+ B⟨x−|
{
1

2
(1 + νB cos[2∆(fA, fB)])ρ

B
−∞+

+
1

2
(1− νB cos[2∆(fA, fB)])σ

z
Bρ

B
−∞σ

z
B+

+
i

2
νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞k
[ρB−∞, σ

z
B]

}
|x−⟩B .

(4.68)

Using the definitions

|x+⟩B ≡ 1√
2
(|+⟩B + |−⟩B), (4.69)
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and

|x−⟩B ≡ 1√
2
(|+⟩B − |−⟩B), (4.70)

where σz |±⟩B ≡ ± |±⟩B . We can compute the above equation, so that the probability p(l|k) is

given by [11]

p(l|k) = 1

2
(1 + lνBΛk) , (4.71)

where

Λk ≡ 2Re
{
βB

(
cos[2∆(fA, fB)]− i ⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]

)}
(4.72)

and βB = B⟨+|ρB−∞ |−⟩B [11].

By investigating Eq. (4.72) we see that we have two different contributions to the probabil-

ity p(l|k). Each one depends on the causal relation between the qubits, since they depend on

∆(fA, fB). If Bob is onAlice’s causal future, then the communication is possible, such that∆(fA, fB) ̸=

0, otherwise, we should have ∆(fA, fB) = 0.

In order to represent the signalling, the contributions in Eq. (4.72) must depend on Alice’s

qubit initial state, since it is the state which the message will be encoded. Thus, we see that only

the second one depends on it. So, if we want the communication to be as good as possible, this

quantity must be maximized. Thus, Bob’s qubit initial state, which will maximizes the signalling

and, consequently, the channel capacity, is [11]

ρB−∞ ≡ |y+⟩B B⟨y+|, (4.73)

with

|y+⟩ ≡
1√
2
(|+⟩B + i |−⟩B). (4.74)

Since |y+⟩B is a superposition of the energy eigenstates it doesn’t necessarily commutes with the

Hamiltonian, so we can use it. Therefore

βB = B⟨+|ρB−∞ |−⟩B

= B⟨+|
[
1

2
(|+⟩B + i |−⟩B)(B⟨+| − i B⟨−|)

]
|−⟩B

= − i

2
. (4.75)
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Substituting this result into Eq. (4.72) we obtain

Λk = 2Re

{
− i

2

(
cos[2∆(fA, fB)]− i ⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]

)}
= 2Re

{
− i

2
cos[2∆(fA, fB)]−

1

2
⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]

}
= −⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]. (4.76)

Then, the probability of the outcome l will be

p(l|k) = 1

2

(
1− lνB ⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]

)
. (4.77)

Thus, Bob’s qubit initial state which will maximize the signalling amplitude is the one defined in

Eq. (4.73). Also, if we consider that Alice has encoded the message in the state ρA−∞, then, by using

Eq. (4.77), the probability of error will be

pe ≡
1

2

(
1 + νB ⟨σz

A⟩ρA−∞k
sin[2∆(fA, fB)]

)
. (4.78)

In this way, Bob’s qubit initial state is defined and we can turn our attention back to the map

which describes the quantum channel. In order to describe E(ρA−∞)we can use the Kraus decompo-

sition since it will take us fromHA toHB . The Kraus theorem ensures that any quantum operation

which, in our case, is E(ρA−∞), on a state ρA−∞ can always be written as

E(ρA−∞) =
3∑

µ=0

Mµρ
A
−∞M

†
µ, (4.79)

for the operatorsMµ which satisfies the completeness relation
3∑

µ=0

M †
µMµ = I, (4.80)

where I is the identity operator. We can defineMµ — for more details see [5] — according to [11]

M0 ≡ 1

2

√
1− ν2B
pe

|+⟩B A⟨0|, (4.81)

M1 ≡ 1

2

√
1− ν2B
1− Pe

|+⟩B A⟨1|, (4.82)

M2 ≡ iνB
2
√
pe

cos[2∆(fA, fB)] |+⟩B A⟨0|+
√
pe |−⟩B A⟨0|, (4.83)

M3 ≡ iνB
2
√
1− pe

cos[2∆(fA, fB)] |+⟩B A⟨1|+
√

1− pe |−⟩B A⟨1|. (4.84)
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Now, our final job is to substitute the above definitions into Eq. (4.79) and find the final form of

E(ρA−∞). By doing this we get

E(ρA−∞) =
1

4

(
1− ν2B
pe

)
|+⟩B A⟨0|ρ

A
−∞ |0⟩A B⟨+|

√
1− ν2B
pe

+

+
1

4

(
1− ν2B
1− pe

)
|+⟩B A⟨1|ρ

A
−∞ |1⟩A B⟨+|+

+

[
iνB
2
√
pe

cos[2∆(fA, fB)] |+⟩B A⟨0|+
√
pe |−⟩B A⟨0|

]
ρA−∞×

×
[
− iνB
2
√
pe

cos[2∆(fA, fB)] |0⟩A B⟨+|+√
pe |0⟩A B⟨−|

]
+

+

[
iνB

2
√
1− pe

cos[2∆(fA, fB)] |+⟩B A⟨1|+
√

1− pe |−⟩B A⟨0|
]
ρA−∞×

×
[
− iνB
2
√
1− pe

cos[2∆(fA, fB)] |1⟩A B⟨+|+
√

1− pe |1⟩A B⟨−|
]
.

(4.85)

Then, by performing the operations and simplifying some terms, we have

E(ρA−∞) =
1

2

[
(1− νB sin[2∆(fA, fB)]) A⟨0|ρ

A
∞ |0⟩A +

+(1 + νB sin[2∆(fA, fB)]) A⟨1|ρ
A
−∞ |1⟩A

]
|+⟩B B⟨+|+

+
1

2

[
1 + νB sin sin [2∆(fA, fB)]

(
A⟨0|ρ

A
−∞ |0⟩A − A⟨1|ρ

A
−∞
)
|1⟩A

]
|−⟩B B⟨−|

+

(
iνB
2

cos[2∆(fA, fB)] |+⟩B B⟨−|+H.c

)
(4.86)

E(ρA−∞) =
1

2

[
1− νB sin [2∆(fA, fB)]

(
A⟨0|ρ

A
−∞ |0⟩A − A⟨1|ρ

A
−∞ |1⟩A

)]
|+⟩B B⟨+|

+
1

2

[
1 + νB sin sin [2∆(fA, fB)]

(
A⟨0|ρ

A
−∞ |0⟩A − A⟨1|ρ

A
−∞ |1⟩A

)]
|−⟩B B⟨−|

+

(
iνB
2

cos[2∆(fA, fB)] |+⟩B B⟨−|+H.c

)
.

(4.87)

Using

|0⟩A =

(
1
0

)
, (4.88)

|1⟩A =

(
0
1

)
, (4.89)

such that ⟨σz
A⟩ρA−∞

≡ Tr
{
σz
Aρ

A
−∞
}
= A⟨0|ρA−∞ |0⟩A − A⟨1|ρA−∞ |1⟩A, the map which describes the
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quantum communication channel takes the form [11, 13]

ρB ≡ E(ρA−∞) =
1

2

[
1− νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞

]
|+⟩B B⟨+|+

+
1

2

[
1 + νB sin[2∆(fA, fB)] ⟨σz

A⟩ρA−∞

]
|−⟩B B⟨−|+

+

(
iνB
2

cos[2∆(fA, fB)] |+⟩B B⟨−|+H.c

)
.

(4.90)

Now, with the communication channel settled, we can compute its capacity, i.e., the maximum

rate at which the communication between Alice and Bob can be reliably done. In the next section

we will discuss the case where Alice wants to transmit classical information to Bob by making use

of the quantum communication channel described here and, also, calculate its classical channel

capacity.

4.2 Classical Channel Capacity

4.2.1 Communication Procedure

Communication between Alice and Bob will take place in a very similar way to what has

already been presented in previous chapters or, to be more precisely, in the second half of chapter

2. But now we will use some elements that were introduced in this chapter.

Therefore, suppose that Alice and Bob will communicate with each other by using a noisy

channel E , which is described according to Eq. (4.90). For the same reasoning as in Chapter 2, i.e.,

to allow the asymptotic behavior of the theory and minimize the error probability, we will consider

that Alice makes several uses of the quantum channel.

The communication process will occur in the following way. Alice selects a messagem from a

set X = 1, ..., |X|, of size |X|. This message is encoded, through an encoder J , into a codeword

xn(m), where n is the number of times she uses the communication channel E . To each message,

m, she associates a quantum state ρAn
m which is defined in the Hilbert spaceH⊗n

A .

Since they are using a noisy channel, Bob receives a corrupted sequence yn, which is associated

to the random variable Y n. In order to decode the message, he chooses a decoder D, which is a

positive-operator valued measure (POVM), i.e., D = {FBn
m̂ |m̂ ∈ Y }. As Alice, he will associate a

quantum state E(ρAn
m ), defined inH⊗n

B , to each received message.
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A POVM is defined as a collection of positive operators in a Hilbert space that sum to the

identity, for example, the operatorsM †
µMµ used before, constitutes a POVM, since they are positive

and satisfy ∑
µ

M †
µMµ = I. (4.91)

The POVM FBn
m̂ is associated with the measurement of the outcome m, such that, the probability

of obtaining it is given by [11]

P (Y = m|X = m) = Tr
{
FBn
m E⊗n(ρAn

m )
}
, (4.92)

where, as we saw before, P (Y = m|X = m) is the conditional probability of the random variable

Y to carry the valuem when X = m.

Consequently, the error probability must be

pe(m,C) = 1− P (Y = m|X = m) (4.93)

= Tr
{
E⊗n(ρAn

m )− FBn
m E⊗n(ρAn

m )
}

(4.94)

= Tr
{
(I − FBn

m )E⊗n(ρAn
m )
}
. (4.95)

where C ≡ xn(m)m∈X . Such that, the average error probability of this coding scheme is defined

as

p̄e ≡
1

|X|

|X|∑
m=1

pe(m,C), (4.96)

Also, the maximum probability of error is

p∗e ≡ max pe(m,C). (4.97)

If |X| is the size of the messages set, then the number of message bits must be log2(|X|), also,

with n uses of the communication channel, the rate of communication, for a coding scheme C , will

be

RC ≡ 1

n
log2(|X|). (4.98)

According to Shannon theorems, the rate RC is achievable if there’s a code (n,RC − ∆, ϵ), with

∆ > 0 and the error ϵ > 0, such that p∗e ≤ ϵ, as it was already demonstrated in Chapter 2. Also,
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according to Shannon theorem in Chapter 2, the maximal achievable rate of communication is the

channel capacity. In the following, we will calculate the channel capacity, which is denoted by

C(E), of the quantum channel E .

4.2.2 The Channel Capacity

As discussed before, the amount of reliable information that Bob can get from Alice, for one

use of the quantum channel, is limited by the channel capacity. Now we are going to calculate this

limit by considering that Alice and Bob are communicating with each other through the channel

E(ρA−∞m), where, again,m is a message chosen by Alice, such thatm ∈ X .

Therefore, considering the probability distribution pm associated with the message m, we can

use the Holevo - Schumacher - Westmorland theorem, stated as follows [3, 5, 11]:

Theorem 4. The classical capacity of a quantum channel is equal to the regularization of the Holevo

quantity of the channel:

C(E) = χreg(E) (4.99)

where

χreg(E) ≡ lim
n→∞

1

n
χ(E⊗n). (4.100)

The χ(E) is called the Holevo quantity of the quantum channel E , which is defined as an upper

bound on the accessible information, i.e., themaximumamount of information that can be extracted

from a quantum system. Therefore, if I(X : Y ) is the mutual information between Alice and Bob,

where X is the random variable associated with the input and Y is the one associated with the

output, the maximization of it must be [2, 3, 11]

I(X : Y ) ≤ χ(E) ≡ max
{pi,ρi}

S(ρ)−
|X|∑
i=1

piS(ρi)

 , (4.101)

where ρ =
∑

i piρi and S is the von Neumann entropy. In communication theory, as we saw before,

an entropy describes the average ignorance —or surprise— we have about the system. The von

Neumann entropy is a generalization of the Shannon entropy, which we described above, for a
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quantum system. Moreover, if the Holevo information of the channel is additive, then χreg(E) =

χ(E), this proof can be found in [3].

Thus, the channel capacity, C(E), will be

C(E) = lim
n→∞

1

n
χ(E⊗n), (4.102)

where n is the number of uses of the channel and χ(E⊗n) is the Holevo quantity, such that [11]

χ(E(ρA−∞m)) ≡ max
{pm,ρA−∞m}

{
S
(
ρBav
)
−
∑
m

pmS(ρ
B
m)

}
, (4.103)

where ρBav is the average measured value, or the expectation valued, so that

ρBav ≡ E

(∑
m

pmρ
A
m

)
, (4.104)

and S(ρ) is the von Neumann entropy of the density matrix ρ, which is defined by

S(ρ) ≡ Tr{−ρ log2 ρ}. (4.105)

Thus, the Holevo quantity will be

χ(E(ρA−∞m)) = max
{pm,ρA−∞m}

{
S

(
E

[∑
m

pmρ
A
−∞m

])
−
∑
m

pmS(E [ρA−∞m])

}
. (4.106)

Assuming this information is additive, such that χreg = χ, we can write the classical channel

capacity as [11]

C(E(ρA−∞m)) = max
{pm,ρA−∞m}

{
S
(
E
[
ρA−∞

])
−
∑
m

pmS(E [ρA−∞m])

}
, (4.107)

where

ρA−∞ ≡
∑
m

pmρ
A
−∞m. (4.108)

The idea here is to find the eigenvalues of the maps E(ρA−∞) and E(ρA−∞m), such that, the

maximization of the accessible information will be accomplished when S(E [ρA−∞]) is maximum

and S(E [ρA−∞m]) is minimum.

In order to maximize the accessible information, we can write Alice’s density matrices, ρA−∞m,

by using the identity, I, and its Bloch vectors, rm ≡ (xm, ym, zm), as [5, 11]

ρA−∞m =
1

2
(I+ rm · σA) , (4.109)
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where σA are the Pauli matrices associated to Alice’s qubit. By doing this, we can use the above

definition of ρA−∞ to calculate the expectation value ⟨σz
A⟩ρA−∞

, which appears in Eq. (4.90). Relative

to ρA−∞m, it becomes

⟨σz
A⟩ρA−∞ m

≡ Tr
{
σz
Aρ

A
−∞m

}
(4.110)

=
1

2
Tr{σz

A(I+ rm · σA)} (4.111)

= zm. (4.112)

Therefore, the quantum map in Eq. (4.90) will be

E(ρA−∞m) =
1

2
[1− zmνB sin[2∆(fA, fB)]] |+⟩B B⟨+|+

+
1

2
[1 + zmνB sin[2∆(fA, fB)]] |−⟩B B⟨−|+

+

(
iνB
2

cos[2∆(fA, fB)] |+⟩B B⟨−|+H.c

)
.

(4.113)

Also, we can repeat the same procedure in order to find the expectation value ⟨σz
A⟩ρA−∞

and the

quantum map E(ρA−∞), relative to ρA−∞. By doing this, we get

⟨σz
A⟩ρA−∞

= z (4.114)

and

E(ρA−∞) =
1

2
[1− zνB sin[2∆(fA, fB)]] |+⟩B B⟨+|+

+
1

2
[1 + zνB sin[2∆(fA, fB)]] |−⟩B B⟨−|+

+

(
iνB
2

cos[2∆(fA, fB)] |+⟩B B⟨−|+H.c

)
,

(4.115)

where z ≡
∑

m pmzm [11].

Now, if we want to find the eigenvalues of these maps, we need to diagonalize it. To simplify

the notation, let us make the following substitution:

a = zmνB sin [2∆(fA, fB)]; (4.116)

b = νB cos [2∆(fA, fB)]. (4.117)
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The diagonalization of the matrix which represents the map E(ρA−∞m) will be

det

(
1
2
− 1

2
zma− λ i

2
b

− i
2
b 1

2
+ 1

2
zma− λ

)
=

(
1

2
− 1

2
zma− λ

)
×

×
(
1

2
+

1

2
zma− λ

)
− b2

2
= 0,

(4.118)

thus, we find the quadratic equation

λ2 − λ− 1

4
(z2ma

2 + b2 − 1) = 0. (4.119)

By solving it we will get the eigenvalues of E(ρA−∞m), which are [11]

λ1 =
1

2
+
νB
2

√
z2m sin2[2∆(fA, fB)] + cos2[2∆(fA, fB)], (4.120)

and

λ2 =
1

2
− νB

2

√
z2m sin2[2∆(fA, fB)] + cos2[2∆(fA, fB)] = 1− λ1. (4.121)

Again, the same procedure can be done for E(ρA−∞), so we get the eigenvalues λ′1 and 1 − λ′1,

where

λ′1 =
1

2
+
νB
2

√
z2 sin2[2∆(fA, fB)] + cos2[2∆(fA, fB)]. (4.122)

Note that, since Alice and Bob are communicating with each other by using classical informa-

tion, the accessible information can be written in terms of the classical Shannon entropy, H(x),

such as [11]

S(E [ρA−∞])−
∑
m

pmS(E [ρA−∞m]) =
∑
i

{
H(λ′i)−

∑
m

pmH(λi)

}
, (4.123)

with i = 1, 2. Also,

H(λ1) = −λ1 log2 λ1, (4.124)

H(λ2) = H(1− λ1) = −(1− λ1) log2(1− λ1), (4.125)

H(λ′1) = −λ′1 log2 λ′1 (4.126)

and

H(λ′2) = H(1− λ′1) = −(1− λ′1) log2(1− λ′1). (4.127)
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Or, in a more simplified way, we can just define

H(x) ≡ −x log2 x− (1− x) log2(1− x), (4.128)

and write the accessible information as

Iacc = H(λ′1)−
∑
m

pmH(λ1), (4.129)

where, according to Eqs. (4.120) and (4.122), λ1 ≥ 1/2 and λ′1 ≥ 1/2.

Figure 4.1: Dependence of the Shannon entropy H(x), defined in Eq. (4.128), with x to x ∈ [0, 1].

If we plot the graph ofH(x)× x, as in Fig. 4.1, it will show us thatH(x) is an open downward

parabola with maximum point in x = 1/2, such that it always decrease for x ≥ 1/2. Therefore,

the maximum value of λ1, and the minimum value of λ′1, are, respectively,

λ1 ≤
1

2
+
νB
2

(4.130)

and

λ′1 ≥
1

2
+
νB
2
| cos[2∆(fA, fB)]|, (4.131)

which were calculated by making z2m = 1 and z = 0, that are the maximum and minimum values

of zm and z, respectively. Consequently, the entropies associated to these values can be written

as [11]

H(λ1) ≥ H

(
1

2
+
νB
2

)
(4.132)

83



and

H(λ′1) ≤ H

(
1

2
+
νB
2
| cos[2∆(fA, fB)]|

)
. (4.133)

Thus, with the maximum value of H(λ′1) and the minimum value of H(λ1), the maximization of

the accessible information will be

Iacc ≤ H

(
1

2
+
νB
2
| cos[2∆(fA, fB)]|

)
−
∑
m

pmH

(
1

2
+
νB
2

)
, (4.134)

such that, the Channel Capacity is [11, 13]

C(E) = H

(
1

2
+
νB
2
| cos[2∆(fA, fB)]|

)
−H

(
1

2
+
νB
2

)
. (4.135)

Equation (4.135) has the interesting property that, if Alice and Bob are causally disconnected,

then ∆(fA, fB) = 0 and, consequently, C(E) = 0. Which must be true, since Alice’s messages

can not reach Bob’s detectors, as he is not in her causal future. But, if they are causal related, then

∆(fA, fB) ̸= 0 and C(E) ̸= 0, so that Bob and Alice can communicate.

Knowing only the channel capacity is not enough for Alice and Bob, they also need to know

how much energy will be spent during the communication process. In the next section we will

develop a quantum field theory restricted to null three-dimensional sub-manifolds, which we call

cosmological horizon. This will be done with the help of the Penrose diagram, which will allow

us to investigate how the total energy changes if we evaluate it from the asymptotic past to the

asymptotic future.

4.3 QFT Restricted to Null Sub-Manifolds

In Chapter 3 we introduced the Globally Hyperbolic structure (M, gµν), where M is a four-

dimensional manifold and gµν is the Lorentzian metric tensor, and we formulate a quantum theory

of the Klein-Gordon scalar field ϕ based on the symplectic space (SC, Ω̂), where SC is the space of

complex solutions of the KG equation (3.36) and Ω̂ represents the fundamental observables.

But, since we are considering a curved spacetime, we need to deal with the possibility of having

a black hole event horizon, or some other complex structure, on it. Therefore, let us consider the
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horizon h, which is a three-dimensional null hypersurface composed by a future null infinity (I+)

—lightlike surfaces that represents the endpoint of light’s world-lines— and a event horizon h+ of

a black-hole, so that h ≡ I+ ∪ h+. Also, assuming the asymptotic flatness of spacetime infinitely

far away from the black hole, we can associate the QFT which will be presented here with the one

we described in the last chapter.

There is a special class of diagram which will be very useful for us. Since we want to work

with a spacetime with contains a causal horizon, we need to understand how its causal structure

can be represented. The diagram which describes an infinite spacetime in a finite size is called a

Penrose Diagram. Additionally, it preserves angles, such that light-cones will have the same slope

as in Fig. 3.2 and, locally, the metric on it is conformally equivalent to the real one in spacetime.

The Penrose diagram can be represented forMinkowski spacetime aswell as for Schwarzschild’s

or others, but since the construction uses the same technique we will illustrate it by using the

Minkowski metric, which is described in Eq. (3.1). Thus, let us first write it in polar coordinates, as

ds2 = −dt2 + dr2 + r2 dΩ2, (4.136)

where Ω = dθ2 + sin2 θdϕ2. Note that, this Ω is not the same as the bilinear map presented in

Chapter 3.

Now, by defining the null coordinates u and v as

u = t− r (4.137)

and

v = t+ r, (4.138)

with the limits −∞ ≤ u ≤ ∞ and −∞ ≤ v ≤ ∞, respectively, we can rewrite the Eq. (4.136)

as [25]

ds2 = −1

2
(du⊗ dv + dv ⊗ du) +

1

4
(v − u)2dΩ2. (4.139)

In order to replace the infinite limits of the above equation we can use some function that goes

to a fixed value when its argument goes to infinity. Fortunately, it is the case for arctan(x). Then,
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we can perform the change of coordinates according to [25]{
U = arctan(u);

V = arctan(v).
(4.140)

Where, −π/2 < U < π/2 and −π/2 < V < π/2. Therefore, using that sec(x) = 1/cos(x), we

have

du⊗ dv + dv ⊗ du =
1

cos2 U cos2 V
(dU ⊗ dV + dV ⊗ dU) (4.141)

and

(v − u)2 = tan2(V ) + tan2(U)− 2 tan(V ) tan(U) (4.142)

=
sin2(V )

cos2(V )
+

sin2(U)

cos2(U)
− 2

sin(V )

cos(V )

sin(U)

cos(U)
(4.143)

=
1

cos2(U) cos2(V )
[sin(V ) cos(U)− sin(U) cos(V )]2 (4.144)

=
sin2(V − U)

cos2(U) cos2(V )
. (4.145)

In these new coordinates, the metric takes the form [25]

ds2 =
1

4 cos2(U) cos2(V )

[
−2(dU ⊗ dV + dV ⊗ dU) + sin2(V − U)dΩ2

]
. (4.146)

But it can be simplified if we go back to timelike and radial coordinates. Thus, let us define

T = V + U (4.147)

as the conformal timelike coordinate, and

R = V − U (4.148)

as the conformal radial coordinate. In these equations, −π < T < π and 0 < R < π. Also, by

making

γ2 = 4 cos2(U) cos2(V ), (4.149)

such that

γ = 2 cos(U) cos(V ) = [cos(U − V ) + cos(U + V )] (4.150)

= cos(R) + cos(T ) (4.151)
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we can write the new metric as [25]

ds2 = γ−2(T,R)(−dT 2 + dR2 + sin2(R)dΩ2) = γ−2(T,R)ds̃2, (4.152)

where ds̃2 describes a manifold of topology R× S3, which can be defined as

ds̃2 ≡ −dT 2 + dR2 + sin2(R)dΩ2. (4.153)

We can now present the Penrose diagram, which is a plot of T × R, as illustrated in Fig. 4.2.The

figure shows the future null infinite I+, and the past null infinity I−, which are null hypersurfaces

with topology R×S2. S2 is a two-dimensional spacelike submanifold of Minkowski spacetime and

R is the set of real numbers. This process is an illustration of the technique used to construct the

Penrose diagram. Since we are working with a curved spacetime, this technique must be used to

the specific metric associated to the manifoldM.

Figure 4.2: The Penrose diagram in Minkowski spacetime.

In a general way, we can consider the coordinates (σ, λ, s1, s2) on M, such that, when this

process is performed, the restricted metric to h will be [13]

g|h = γ2(−dσ ⊗ dλ− dλ⊗ dσ + hΓ), (4.154)

where γ2 ∈ R. As before, the future and past null infinities have topology R × Γ, such that h is

diffeomorphic to it, and Γ = S2 is a two-dimensional spacelike submanifold ofM with coordinates

s ≡ (s1, s2). Also, hΓ is the induced metric in Γ and σ is a smooth function onM, such that σ|h = 0

and dσ ̸= 0 everywhere on h [13].
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In this way, if ψ is a solution to the KG equation, we can define the complex space associated

to it, on h, as [13]

SC
h ≡ {ψ : h → C|ψ, ∂λψ ∈ L2(h, dλ ∧ ϵΓ)}, (4.155)

where L2(h, dλ∧ ϵΓ) is the space of square-integrable functions on h and ϵΓ is the volume element

in Γ. Also, we define the KG inner product between the functions ψ1 and ψ2, as

⟨ψ1|ψ2⟩h ≡ −iΩh(ψ1, ψ2), (4.156)

where Ωh is the symplectic product

Ωh(ψ1, ψ2) ≡
∫
h
dλ ∧ ϵΓ(ψ2∂λψ1 − ψ1∂λψ2), (4.157)

with ψ1, ψ2 ∈ SC
h [13].

As we did in Chapter 3, we can use the projection operator K , to define the single-particle

Hilbert space, i.e., the Hilbert space of all states that may be classified as one-particle states, as

Hh ≡ {Kψ|ψ ∈ SC
h }, (4.158)

such that K : SC
h → Hh. Again, it must satisfy the following properties:

i. SC
h = Hh ⊕Hh;

ii. the KG inner product is positive-definite inHh, such that (Hh, ⟨|⟩) is a Hilbert space;

iii. if u ∈ Hh and v ∈ Hh, then ⟨u|v⟩h = 0.

If the Hilbert space comprehends all possible states of the quantum field, it can be defined as

the symmetric Fock space FS(Hh). On this space, the fundamental quantum observables, Ω̂h(ψ, ·),

are described as

Ω̂h(ψ, ·) ≡ ia(Kψ)− ia†(Kψ), (4.159)

where a and a† are the creation and annihilation operators, respectively. Consequently, we can

also define the field operator associated with a real solution ψ, as

ϕ̂(h)(ψ) ≡ Ω̂h(ψ, ·) ≡ ia(Kψ)− ia†(Kψ), (4.160)

88



where, in this case, K is the map K : Sh → Hh, and S(h) is the space of real solutions such that

Sh ⊂ SC
h .

We can use Eq. (4.160) to write a relation between ϕ̂(h)(ψ) and the quantum field operator

ϕ̂(h)(λ, s), that is defined as a function of the creation and annihilation operators, as well as {uk},

which comprises a complete basis for the one-particle Hilbert space Hh. Also, ϕ(h)(λ, s) satisfies

the commutation relation [13]

[ϕ̂(h)(λ, s), ∂λϕ̂
(h)(λ′, s′)] =

i

2
δ(λ− λ′)δΓ(s− s′). (4.161)

Therefore, using Eq. (4.160), we can write

ϕ̂(h)(ψ) = Ω̂h[ψ, ϕ̂
(h)(λ, s)]

=

∫
h
dλ ∧ ϵΓ[ϕ̂(h)∂λψ − ψ∂λϕ̂

(h)]

= 2

∫
h
dλ ∧ ϵΓ(∂λψ)ϕ̂(h)(λ, s). (4.162)

This relation, together with (4.161), will be used in the next section, in order to calculate the energy

cost for the information transmission.

There are many choices of Hilbert spaces which satisfies the above properties, such that it may

generate many inequivalent Fock spaces [12]. We already faced that problem in Chapter 3. All

we need to do is to formulate this theory by using the algebraic notation, since it will allow us

to consider unitarily inequivalent states on an equal footing, i.e., without the need to make any

specific choice.

Therefore, consider the asymptotically flat spacetime (M, gµν) with the horizon h ≡ I+ ∪ h+,

such that the algebraic space associated with h will be A(h) ≡ A(I+) ⊗ A(h+). If we assume

a massless field, its world-lines will coincide with light’s one, thus, its chronological past can be

represented by the past null infinity I−. Also, this region is infinitely far away from the horizon,

as we can see by the Penrose diagram, which contains a singularity, in Fig. 4.3.

This assumption will be very useful for us because, since the region I− is far away from the

horizon, it will make spacetime to be asymptotically flat, such that the algebra of observablesA(I−)
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Figure 4.3: Penrose diagram with a singularity.

is the same presented on the last chapter, where the algebraic states are ω : A(I−) → R+ [11].

The interesting fact is that, as we are considering a massless field, the world-lines generated in I−

will end at h, or on I+ if there is no singularity.

Because of this, we expect that all the information carried by be field will be transmitted to h

as well. In this way, we can associate the field operator, ϕ̂(f), defined in the infinite null past, I−,

to the one we defined in Eq. (4.160), through the map [13]

ϕ̂(f) → ϕ̂(h)(Ef h), (4.163)

where f ∈ T . In this way, the algebraic states ω on A(I−) give rise to the algebraic states ωh :

A(ϕ̂(f)) → R+ on A(h), thus, we can define [13]

ωh[ϕ̂
(h)(Ef h)] ≡ ω[ϕ̂(f)]. (4.164)

Oncewe described theQFT for the globally hyperbolic spacetime (M, gµν), we are nowprepared

to calculate how much the total energy of the system changes when we evaluate it from the past

null infinity, I−, to the horizon h, which we defined to be h ≡ h+ ∪ I+ if there is a singularity and

h ≡ I+ if there is not.

4.4 Energy Cost of the Communication Process

In the first half of the chapter we established the map which take us from Alice’s qubit initial

state, ρA−∞, to Bob’s qubit final state, ρB , describing the communication channel. Then, it was used
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to compute the classical channel capacity, which is the maximum amount of reliable information

Bob can get from Alice. But this is not enough, the transmission of information requires some

energy cost and, to make sure if the communication is possible, they need to know how much

energy this process will takes.

In this section we will consider the Globally Hyperbolic structure (M, gµν) such that we can

foliate it with Cauchy surfaces Σt, from Σt→−∞ = I− to Σt→+∞ = h, where I−(h) is the region far

away the horizon h. Also, in order to investigate the energy cost of the transmission of information,

we need to calculate the difference between the expectation values of the total energy of the system,

on the initial and final times [13]. Therefore, given the system initial state

ρ−∞ ≡ ρA−∞ ⊗ ρB−∞ ⊗ ρω, (4.165)

the final state of the system will be

ρ+∞ ≡ Uρ−∞U
† = U(ρA−∞ ⊗ ρB−∞ ⊗ ρω)U

†, (4.166)

where U is the time evolution operator defined in Eq. (4.32).

If H(t) is the Hamiltonian of the system, which is given in Eq. (4.1), the total energy variation

of the system will be defined by [13]

∆E ≡ ⟨H(+∞)⟩ρ+∞
− ⟨H(−∞)⟩ρ−∞

. (4.167)

But, as it was mentioned before, and according to Eq. (4.2), the interaction between the qubits with

the field is sustained only for a finite amount of time∆t. In this way, we expect that, for t→ ±∞,

the interaction Hamiltonian Hint(t) goes to zero. Therefore, we just need to evaluate the energy

considering the field Hamiltonian Hϕ.

Moreover, let us note that Hϕ(+∞) = H
h
ϕ and ρ+∞ = ρ

h
+∞ are the Hamiltonian of the field

and the system state induced by ρ−∞ on h, respectively. Also, identifying H(−∞) = H
(I−)
ϕ and

ρ−∞ = ρ
(I−)
−∞ , the total energy variation will be [13]

∆E = Tr
{
H

(h)
ϕ U (h)ρ

h
−∞U

(h)†
}
− Tr

{
H

(I−)
ϕ ρI

−

−∞

}
(4.168)

= Tr
{
U (h)†H

(h)
ϕ U (h)ρ

h
−∞

}
− Tr

{
H

(I−)
ϕ ρI

−

−∞

}
. (4.169)
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where Eq. (4.166) was used to write the final system state.

In order to calculate energy contributions in Eq. (4.169) we need to define the field Hamiltonian

on the null surfaces h and I−, as well as the evolution operator on h. The local energy and mo-

mentum of the field is described by the stress-energy tensor which, for the massless Klein-Gordon

field, is

T χ
µν ≡ ∇µϕ

χ∇νϕ
χ − 1

2
gµν∇γϕ

χ∇γϕχ, (4.170)

where χ = h, I−. We can use it to write the field Hamiltonian Hχ
ϕ as [13]

Hχ
ϕ =

∫
χ

dλχ ∧ ϵΓχT
χ
µνk

µkν (4.171)

=

∫
χ

dλχ ∧ ϵΓχ(∂λχϕ
χ)2, (4.172)

where kµ ≡ (∂λχ)
µ and kν ≡ (∂λχ)

ν are the killing vectors tangent to the null generators of

χ, i.e., the values of χ for constant (s1, s2) such that λχ describes null geodesics, and Γχ is a bi-

dimensional spacelike surface transverse to the null generators of χ [13]. Lastly, we define the

evolution operator as

U
(h)
j ≡ e−i

∑
j ϕ̂

(h)(Ef
h
j )⊗σz

j , (4.173)

where j = A,B. This is the only part of Eq. (4.32) which depends on the field operators and will

not cancel.

Now, using the above definition of the evolution operator, we can evaluate the field Hamiltonian

as

U (h)†H
(h)
ϕ U (h) =

∫
h
dλh ∧ ϵΓhU

(h)†[∂λhϕ
h]2U (h) (4.174)

=

∫
h
dλh ∧ ϵΓh(U

(h)†∂λhϕ
hU (h))2. (4.175)

Therefore, using the relation

ea b e−a = b+ [a, b], (4.176)

which is valid when [[a, b], a] = [[a, b], b] = 0, and the evolution operator defined in Eq. (4.173), we
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can write

U
(h)†
j ∂λhϕ

(h)U
(h)
j = ei

∑
j ϕ̂

(h)(Ef
h
j )⊗σz

j ∂λhϕ
(h)e−i

∑
j ϕ̂

(h)(Ef
h
j )⊗σz

j (4.177)

= ∂λhϕ
(h) +

[
i
∑

j=A,B

ϕ(h)(Ef
h
j )⊗ σz

j , ∂λhϕ
(h)(λ′h, s

′)

]
. (4.178)

By equation (4.162), with ψ = Ef
h
j , we have

ϕ̂h(Ef
h
j ) = 2

∫
h
dλh ∧ ϵΓh∂λh(Ef

h
j )ϕ̂

h(λh, s), (4.179)

such that

[ϕh(Ef
h
i ), ∂λh(Ef

h
j )] =

=
∑

j=A,B

[
2

∫
h
dλh ∧ ϵΓh∂λh(Ef

h
j )ϕ

h(λh, s), ∂λhϕ̂
(h)(λ′h, s

′)

]
(4.180)

= 2
∑

j=A,B

∫
h
dλh ∧ ϵΓh∂λh(Ef

h
j )
[
ϕ(h)(λh, s), ∂λhϕ

(h)(λ′h, s
′)
]

(4.181)

= 2
∑

j=A,B

∫
h
dλh ∧ ϵΓh∂λh(Ef

h
j )
i

2
δ(λh − λ′h)δΓh(s− s′) (4.182)

=
∑

j=A,B

i∂λhEf
h
j . (4.183)

Now, we can substitute this result into Eq. (4.178), so we get

U
(h)†
j ∂λhϕ

(h)U
(h)
j = ∂λhϕ

h −
∑

j=A,B

∂λh(Ef
h
j )σ

z
j . (4.184)

In this way, the time evolution of H(h)
ϕ will be,

U (h)†H
(h)
ϕ U (h) =

∑
j=A,B

∫
h
dλh ∧ ϵΓh

[
∂λhϕ

h − ∂λh(Ef
h
i )σ

z
j

]2
(4.185)

=

∫
h
dλh ∧ ϵΓh(∂λhϕ

h)2 − 2
∑

j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
j )(∂λhϕ

h)⊗ σz
j+

+
∑

i,j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
i )(∂λhEf

h
j )σ

z
i ⊗ σz

j ,

(4.186)

where the first integral is equal to H(h)
ϕ .
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Thus, the total energy variation will be

∆E = Tr
{
H

(h)
ϕ ρ

h
−∞

}
− Tr

{
HI−

ϕ ρ
(I−)
−∞

}
−

− 2Tr

{
ρ
h
−∞

∑
j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
j )(∂λhϕ̂

h)⊗ σz
j

}
+

+ Tr

{
ρ
h
−∞

∑
i,j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
i )(∂λhEf

h
j )σ

z
i ⊗ σz

j

} (4.187)

∆E = Tr
{
H

(h)
ϕ ρ

h
−∞

}
− Tr

{
HI−

ϕ ρ
(I−)
−∞

}
−

− 2
∑

j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
j ) Tr

{
ρ
h
−∞(∂λhϕ̂

h)⊗ σz
j

}
+

+
∑

i,j=A,B

∫
h
dλh ∧ ϵΓh(∂λhEf

h
i )(∂λhEf

h
j ) Tr

{
ρ
h
−∞σ

z
i ⊗ σz

j

}
.

(4.188)

But we know, from Eq. (3.69), that ϕ̂h(λh, s) can be expanded as a function of the modes {uk} ⊂ Hh

and the operators a(uk) and a†(uk), i.e., the creation and annihilation operators, respectively. Thus,

the expectation value
〈
∂λhϕ̂

h
〉
ρ
h
−∞

≡ Tr
{
∂λhϕ̂

h
}
will be zero [13]. Also, if we separate the terms

for which j = i and j ̸= i, respectively, the total energy variation will become

∆E = Tr
{
H

(h)
ϕ ρ

h
−∞

}
− Tr

{
HI−

ϕ ρ
(I−)
−∞

}
+

∫
h
dλh ∧ ϵΓh(∂λhEf

h
i )

2+

+ 2

∫
h
dλh ∧ ϵΓh(∂λhEf

h
A)(∂λhEf

h
B) ⟨σ

z
A⟩ρA−∞

⟨σz
B⟩−ρB−∞

.

(4.189)

We can separate the energy contributions into three parts. The first one will be [13]

Eϕ ≡ Tr
{
H

(h)
ϕ ρ

h
−∞

}
− Tr

{
HI−

ϕ ρ
(I−)
−∞

}
, (4.190)

which depends only on the spacetime metric and the field state. This contribution is due to the

particle creation when we go from I− to h, coming from the change in the spacetime metric [13].

The second contribution is

Ej ≡
∫
h
dλh ∧ ϵΓh(∂λhEf

h
j )

2, (4.191)

and, as we can see from Eq. (4.17), it depends on the coupling function of each qubit with the field,

as well as their trajectories, so we can say that this contribution refers to the energy needed to

switch on or off the qubits A and B, used by Alice and Bob, respectively [13]. Also, it is possible to
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show that the work necessary to switch on or off each qubit increases with the coupling strength,

which describes the interaction of each qubit, separately, with the field.

Lastly, the third contribution will be

EAB = 2

∫
h
dλh ∧ ϵΓh(∂λhEf

h
A)(∂λhEf

h
B) ⟨σ

z
A⟩ρA−∞

⟨σz
B⟩ρB−∞

, (4.192)

which describes an extra cost of the communication process [13]. Note that, it depends on each

qubit initial state, such that, with the right choice of Bob’s qubit initial state, since Alice’s qubit

initial state, ρA−∞, is fixed, we can make this contribution to vanish. The initial state which max-

imizes the signalling amplitude and, consequently, the channel capacity, was already chosen, it is

described by Eq. (4.73). Therefore, after the initial states of each qubit are established, in such a way

that the channel capacity is maximized, Alice and Bob can communicate with each other without

any energy cost other than Eϕ and Ej [13].

The Landauer principle says that, for any irreversible manipulation of information, such as

erasing it, an amount of heat will be dissipated to the environment [14, 32]. As we will see in

the next chapter, Landauer provides a fundamental limit of irreversible computation. By taking

this principle into account, we can imagine a situation where Alice and Bob has already created

their qubits for some purpose, expending an amount of energy EA + EB to do that, the results

of this chapter shows that no other energy cost will be needed in order to use these qubits to

convey information. Therefore, we could think that Bob can uses the Landauer principle to erase

the information —which was sent without any extra energy cost— and run a thermal machine,

producing work. At first we could say that this process violates the second law of thermodynamics,

since they are not expending any extra energy to convey information, but there is one thing we

must considerate here. To erase the information, he also needs to spend some energy, which is

equal to that dissipated on the environment after he erases the information, so the maximum work

produced by the engine will be bounded by the energy he spent in the erasing process. Therefore,

as we will see in more details on the next chapter, this procedure do not violates the second law of

thermodynamics.
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Chapter 5

Landauer Principle and the Quantum
Communication Channel

In this chapter we are going to consider that Alice sent an amount of information to Bob equal

to the channel capacity, which is described by Eq. (4.135), and we will use the Landauer principle to

calculate the efficiency of a reversible heat engine, i.e., a mechanism that absorbs heat from some

source and converts it partially into work in a cyclic process, in Bob’s local frame. Additionally, to

be consistent with the second law of thermodynamics, Bob must not produce more work than he

spent to erase the information, so we will see thatW < |Wer|, whereW is the work produced by

the heat engine and |Wer| is the module of the work necessary to erase an amount of information

equal to the channel capacity C(E).

Since we already introduced the theory needed to understand the communication process, now

we will need to investigate the Landauer principle and how it will be applied in Bob’s local frame,

which will be done on the first part of the chapter. After that we will present the Carnot cycle, so

we can understand how the heat engine works, and, lastly, we will calculate the efficiency of this

kind of engine to Bob’s system.

5.1 Introduction to Landauer’s Principle

In 1961 Landauer argued that an irreversible manipulation of information produces a certain

amount of heat on the environment, which also increases its entropy by a finite quantity [14].

Therefore, if we manipulate one bit of information, so that the observer looses it, a minimal amount
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of heat, called the Landauer bound, must be produced.

An irreversible manipulation of information is a process that makes it impossible to discover

the initial state of the system just based on its final state. As we said before, this kind of process

can be done by erasing the information. To understand how we can erase the information about a

system, let us consider the following example.

Suppose that our system is composed by a box with a movable partition and a molecule, as

shown in Fig. 5.1. Here we want to erase the information about the position of the molecule. The

molecule could be, initially, in any side of the box. Despite it is shown to be on the right side, we

do not know that.

Figure 5.1: The process of erasing the information about a molecule’s initial position. Fig. b) is the
box without the partition, c) represents the box with a piston and d) is the process of moving it,
changing the molecule’s position.

The process of erasing the information about the molecule’s position consists of three simple

steps. First we remove the partition of the box. Then, we include a piston to it. Lastly, we use the

piston to shift the molecule to the left side of the box. By doing that the molecule will be on the left

side independently of its initial position. We say that this process erased the information because

we have no way to find out what was the initial position of the molecule [16].

A connection between information and thermodynamics can be seen if we consider a case

similar to that indicated by the last example, but now imagine that both sides of the box are full

with molecules of a gas in some initial temperature T0. An observer —commonly called Maxwell’s

demon— which has access to this experiment and is a sufficiently intelligent creature to know the

positions and velocities of the molecules, can open a trap door on the partition and separate the
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molecules according with its velocities. He allows the faster ones to be in one side of the box and

the slower ones in the other side. Molecules moving faster means that we will have more collisions

with the walls of the box, increasing the pressure and temperature on this side.

According to thermodynamics, if we have a system with two different temperatures, we could

run a heat engine and produce work. A heat engine produces work by performing a Carnot cycle,

which will be explained on the next section. But the fact is, if the demon erases the information by

removing the partition of the box, such that the system returns to its initial state, we could say that

it is a cyclic process. In this way, the demon could keep creating this temperature gradient and run

the heat engine just by knowing the position and velocities of the molecules, which, apparently,

violates the second law of thermodynamics, since he is not paying any energetic cost to produce

work. This paradox can be solved by noticing that the process of getting the information about the

molecules is part of the full thermodynamic cycle. Therefore, since the demon is also part of the

system, the information stored in his memory needs to be erased so that this process can be really

cyclic [14, 16, 32, 33].

But how canwe solve this problem by including the demon’s memory to the erasure procedure?

The first stepwemust take to understand how this problem can be solved is to consider the demon’s

mind as a physical system. If the demon removes the box partition, allowing the gas to return to its

initial state, the whole system—which includes the demon and the box—will complete an apparent

cycle, but it happens just because we assume that the information about the position and velocities

of the molecules can be obtained reversibly without any energy cost [16]. However, when we

consider the demon’s mind as a physical system, which stores physical information, we need to

erase it as well and, according to Landauer [14], this process does have a cost.

The Landauer’s principle says that the energy cost to erase the information on the demon’s

mind is [14, 33]

Wer = −kBT ln 2, (5.1)

per bit of information. Where kB is the Boltzmann constant and T is the temperature of the system.

Additionally, erasing the information is an irreversible process, therefore, still according to Lan-
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dauer’s principle —its experimental verification can be seen in [32]— this manipulation produces

an amount of heat equivalent to

Q = kBT ln 2, (5.2)

on the environment, per bit lost. If we consider that the engine operates at constant temperature,

the extracted work will be

Wex = Q = kBT ln 2. (5.3)

In this way, we can calculate the total work gained by

Wtotal = Wer +Wex = −kBT ln 2 + kBT ln 2 = 0. (5.4)

Therefore, since all the energy produced by the engine must be used to erase the demon’s memory,

there are no violation of the second law of thermodynamics. What happened was that we thought

that the work produced by the heat engine was the net work but this work is, actually, needed to

erase the information on the demon’s mind, so that no net work is produced [16].

By considering the demon’s mind as a physical system, the information it stores is also physical

and can play a role when defining the state of the system [16]. Moreover, the Landauer’s princi-

ple is not only a solution of the Maxwell’s demons paradox, but it establish a fundamental limit

to irreversible manipulation of information. At the end of this chapter we will work with a sim-

ilar experiment, where we will consider the case discussed before, when Alice sent an amount of

information to Bob and he erases it in order to run a heat engine and produce work.

5.2 Heat Engine and Carnot Cycle

On the last section we introduced a basic notion of the Landauer’s principle and how it can

be used to solve the problem of Maxwell’s demon. At this point the details about the operation the

heat engine were not so important since we were focusing on learning the Landauer’s fundamental

limit, however, at the end of this chapter we want to use the principle to operate a heat engine on

Bob’s frame and calculate its efficiency. Therefore we need to understand how the engine works

as well as its limitations.
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As we saw from the last section, a heat engine is a mechanism that can perform work from

heat cyclically or not. Here we will restrict ourselves to reversible processes, which means that the

system as well as its vicinity can go back to its initial states always when the process is done. A

reversible heat engine is also known as a Carnot engine.

The Kelvin’ statement for the second law of thermodynamics is [34]:

Theorem5. It is impossible for any device operating cyclically to receive heat from a thermal reservoir

and produce an equivalent amount of work.

Therefore, there is no mechanism that can absorbs an amount of heat from the environment,

produce an equivalent quantity of work and, at the end of the process, return to its initial state.

There are always some losses on the way. To understand how it happens we will analyse the cycle

of a Carnot engine, which is also known as the Carnot cycle.

An implication of the above discussion is that, at least two thermal reservoir, at different temper-

atures, are necessary in order to produce work by a heat engine operating cyclically. The reservoir

with the highest temperature is the hot source, while the one with lower temperature is called cold

sink. The engine absorbs an amount of heat from the hot source and produces work, but, in order

to return to its initial state, the system will dissipate another amount of heat to the cold sink. This

process will be better understood when we present the Carnot cycle.

According to Clausius’ statement for the second law of thermodynamics [34–36]:

Theorem 6. It is impossible to construct a device that operates in a cycle and produces no effect other

than the transfer of heat from a cooler body to a hotter body.

While Kelvin’s statement implies that it’s impossible to create a perfect engine, Clausius’ state-

ment suggests that there is no way to create a perfect refrigerator, i.e., a mechanism which extracts

heat from the cold sink and provides it to the hot source, where both apparatus operates cycli-

cally. But we know from thermodynamics that both statements are equivalents, since there are no

miraculous heat engines or refrigerators.
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Taking into account that an engine operating cyclically between two sources must obey these

two statements, we need to construct a system where the heat conduction will only be made by

bodies that are on the same temperature, so that it can be reversible. On the contrary, if we con-

sidered the flow of heat between bodies at different temperatures, the system could not return to

the initial state without violating Clausius theorem. Consequently, the temperature variations of

the system must occur without heat exchanges.

A cycle which satisfy these conditions is reversible and, as we said before, it is called Carnot

cycle. Let us consider a systemwhere we have an ideal gas stuck between adiabatic walls, i.e., walls

that prevent the heat flow, a removable base and a piston that is localized over the gas. The Fig 5.2

illustrates the steps of a reversible cycle of this system, let us analyse it.

Figure 5.2: The Carnot Cycle. Where, a) describes a reversible isothermal expansion of the gas, b)
is the reversible adiabatic expansion, c) represents the reversible isothermal compression and d)
illustrates the reversible adiabatic compression. Note that there is only one piston on the system,
which is the dark grey bar, the lighter one represents the final position of the piston.

The first step is represented by Fig 5.2.a). It is a reversible isothermal expansion of the gas. In

this process, the gas absorbs an amount of heat equal to Q1 from the hot source at temperature

T1, therefore, it expands isothermally and reversibly and does work. Although, we must remember

that a Carnot cycle is an ideal process, i.e., it must be performed without any dissipation and in a

quasi-static way so it can be reversible. Additionally, in a Carnot cycle, the isothermal heat transfer

— the steps a) and c) of Fig. 5.2 — occurs by considering an infinitesimal gradient of temperature
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between the gas and the reservoir, the heat flows very slowly from the hotter system to the cooler

system. This slow transfer allows the system to be brought back to its initial state by reversing the

direction of the heat transfer, as it is done in a) and c), without any loss of energy.

The next step, represented by Fig 5.2.b), is the reversible adiabatic gas expansion. We place the

system over an insulating base, it prevents the heat exchanges but the gas keeps expanding and

doing work while its internal energy decreases, consequently, its temperature drops from T1 to T2

which enables us to go to the third step.

Now, the system will be prepared to return to its initial state, it is placed over a thermal reser-

voir at temperature T2 < T1, i.e., the cold sink. This process is called a reversible isothermal gas

compression. The environment does work on the gas, which provides an amount of heat equal to

Q2 to the cold sink, as is illustrated by Fig. 5.2.c). On the last step we substitute the base by an

insulating one and submits the gas to a reversible adiabatic compression. Compressing the gas will

increase its temperature until it can reach T1 and we can do all the process again. This completes

the Carnot cycle.

For the next section we are interested in calculating the efficiency of a Carnot engine on Bob’s

inertial frame, e.g., its laboratory. A Carnot engine, operating between two thermal reservoirs at

different temperatures, can be illustrated by Fig. 5.3. As already mentioned before, it absorbs an

amount of heat Q1 of the hot source, which is at temperature T1, performing the work W and

dissipating Q2 on the cold sink.

Figure 5.3: Representation of a Carnot engine C operating with two reservoirs.
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The Carnot theorem says that the maximum effectiveness of a Carnot engine, operating be-

tween two thermal reservoirs, can be calculated by

η =
W

Q1

= 1− Q2

Q1

, (5.5)

whereW is the total work performed by the system, i.e., W = Q1 − Q2, Q1 is the heat absorbed

from the hot source and Q2 is the heat dissipated to the cold sink, as is shown by Fig. 5.3. In the

next section, these concepts will be of great importance in order to calculate the work and the

effectiveness of a Carnot engine on Bob’s inertial frame.

5.3 Using Landauer Principle to Run a Carnot Engine

According to Landauer principle, to each bit of information erased an amount of heat equal

to kBT ln 2 —which is about 3 × 10−21J at 300K— is dissipated on the environment [14, 32]. Here

we will consider the situation where Alice and Bob are using the quantum channel E , which is

described by Eq. (4.90), to convey information and, after this procedure, Bob will erase the received

information, generating an amount of heat, in order to run a heat engine.

Therefore, according to the discussion of the last chapter, Bob must have at least two thermal

reservoirs in order to run a heat engine cyclically. But, since we are considering a local frame,

i.e., Bob’s laboratory, these reservoirs cannot be too big. Hence, we can suppose that he has two

identical reservoirs —which can be two water tanks— of mass m, at temperature T0 and specific

heat capacity c. He cannot run the heat engine if the temperature of the reservoirs are the same.

In this way, the Landauer’s principle will be of great importance so that Bob can run the engine.

Now we must apply the Landauer’s principle to the system described in the last chapter and

see what are the results of it. Consider that, after Alice and Bob’s qubits are prepared, she sends

the maximum amount of reliable information to Bob, with one use of the channel E . Since we are

using classical information, Bob receives an amount of bits equal to C(E). Therefore, if he erases

this information without reading it —he could read, but his memory would need to be erased too,

so let us consider that he didn’t read— an amount of heat will be dissipated to the environment. In
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this way, by using Landauer’s principle, it will be

Q = C(E)kBT ln 2 (5.6)

=

[
H

(
1

2
+
νB
2
| cos [2∆(fA, fB)]|

)
−H

(
1

2
+
νB
2

)]
kBT ln 2. (5.7)

Note that, since C(E) is the maximum amount of information that Bob can erase per use of

the channel, then Q will be the maximum amount of heat which will be produced by the erasing

procedure. Additionally, if Alice and Bob are not causal related, then, no information can be erased

and Q = 0.

From now on we will be focusing on Bob’s inertial frame. The next step is to use the amount

of heat Q, generated by erasing the message, to increase the temperature of one of the thermal

reservoirs. If T0 is the initial temperature of the reservoir 1, m is its mass and c its specific heat

capacity, then, its final temperature T1 can be calculated by

Q = mc(T1 − T0), (5.8)

such that

T1 = T0 +
Q

mc
, (5.9)

where Q is given by Eq. (5.7). Again, note that, if Alice and Bob are not causal related, the final

temperature of the reservoir 1will remain T0, which implies that Bob couldn’t run the heat engine.

So, if there’s no information transmitted through the channel, there will be no production of heat

and, consequently, no temperature difference between the reservoirs, so the engine won’t run.

Nowwe have two reservoirs at different temperatures, i.e., the reservoir 1 atT1 and the reservoir

2 at T0, so Bob can perform the Carnot cycle and calculate its efficiency. Considering the system

described on the last section, where the heat engine is composed by an ideal gas situated between

adiabatic walls with a removable base and a piston over it, as illustrated by Fig. 5.2, but instead of

T1 and T2 we have T1 and T0 for the hot source and the cold sink, respectively.

Following the same procedure of the last section, but now on Bob’s laboratory, the gas absorbs,

reversibly, an amount of heat equal to Q1 from the hot source and goes from the initial volume V0
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to the final one V1. Thus, to the isothermal expansion of an ideal gas, this amount of heat will be

Q1 = nRT1 ln

(
V1
V0

)
, (5.10)

where n is the number of moles of the gas and R is the universal gas constant —R = 8.314 J ·

K−1 ·mol−1— which, if we use Eq. (5.9), becomes

Q1 = nR

(
T0 +

Q

mc

)
ln

(
V1
V0

)
, (5.11)

with Q described by Eq. (5.7),m and c are the mass and the specific heat capacity of the reservoir,

respectively. Additionally, the work produced by the gas when it goes from the state 0 to the state

1 will be [34]

W0→1 = nR

(
T0 +

Q

mc

)
ln

(
V1
V0

)
. (5.12)

Now, Bob substitutes the hot source for an insulating base and let the gas expands adiabatically

from V1 to V2, so its temperature and pressure decreases from T1 to T0 and P1 to P2, respectively,

such that [34]

V γ−1
1 T1 = V γ−1

2 T0 = V γ−1T = C, (5.13)

or we can write, by using the ideal gas state equation P ∝ T/V ,

P1V
γ
1 = P2V

γ
2 = PV γ = C, (5.14)

where γ is the ratio between the thermal capacities at constant pressure, CP , and volume, CV , of

the gas, respectively, and C is a constant. If we consider a mono-atomic ideal gas γ will be equal

to 5/3. The work produced by the gas in the reversible adiabatic expansion will be

W1→2 = −dU =

∫ V2

V1

PdV, (5.15)

where dU is the variation of the internal energy of the gas and P is its pressure. By Eq. (5.14), we

have

W1→2 = C

∫ V2

V1

dV

V −γ
(5.16)

= −(P2V2 − P1V1)

γ − 1
, (5.17)
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but if Bob uses a mono-atomic ideal gas, we have

W1→2 = −3

2
(P2V2 − P1V1). (5.18)

Now the system needs to return to its initial state. Therefore, the gas will be put in contact with

the cold sink, at temperature T0, providing an amount of heat Q2 to it and performing a reversible

isothermal compression. The volume of the gas will decrease from V2 to V3, so the quantityQ2 will

be

Q2 = nRT0 ln

(
V3
V2

)
. (5.19)

The internal energy variation ∆U of the gas will be zero, since its temperature remains constant

during this process. Therefore, if we use the thermodynamic first law, we have that Q2 = W2→3,

i.e., the amount of heat transferred to the cold sink is equal to the work done over the system. Note

that, the convention we are using aboutW is that, W > 0 to the work performed by the system,

additionally, Q > 0 represents always the heat provided to a system. In this way, the work done

over the system will be

W2→3 = nRT0 ln

(
V3
V2

)
. (5.20)

The last step is to substitute the cold sink to an isolating base, so that the system returns to its

initial state. In this process, the gas will undergo a reversible adiabatic compression, causing its

temperature to increase until it reaches T1. Here, there are no heat transfer between the system

and the environment, thus, the internal energy of the gas will increase as Bob does work on the

system, so it can returns to its initial state,

W3→0 = ∆U = −3

2
nR(T1 − T0). (5.21)

The four stages of the Carnot cycle described above can be illustrated by the (P, V ) diagram in

Fig. 5.4.
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Figure 5.4: (P, V ) diagram of the Carnot cycle.

Now, in order to calculate the maximum effectiveness of this engine, we can use the Eq. (5.5),

η = 1− Q2

Q1

= 1− T0
T1
, (5.22)

where T0 and T1 are the temperatures of the cold and hot sources, respectively. If we use Eqs. (5.9)

and (5.7), we get

η = 1− T0

T0 +
Q
mc

(5.23)

= 1− T0

[
T0 +

C(E)kBT ln 2

mc

]−1

. (5.24)

Note that this result depends on the causal relation between Alice and Bob. If they are not causally

related, Bob will not be able to run the heat engine and its efficiency should be zero. In fact, this is

what we get from Eq. (5.24), sinceC(E)will be zero in this situation. But, if there is a causal relation

between Alice and Bob, he can proceed with the steps explained in this Chapter and run the heat

engine on his laboratory, such that η ̸= 0. According to Carnot theorem Eq. (5.24) represents the

maximum efficiency of a thermal engine operating cyclically, thus, we can calculate the maximum

work by

W = ηQ1, (5.25)

where Q1 is the heat absorbed from the hot source. If the engine absorbs an amount of heat equal
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to Q, we will get

W = ηQ =

(
1− T0

T1

)
Q (5.26)

=

{
1− T0

[
T0 +

C(E)kBT ln 2

mc

]−1
}
C(E)kBT ln 2. (5.27)

Therefore, the work produced by the heat engine will always be smaller than the energy generated

when the information was erased, satisfying the second law of thermodynamics.

5.4 Analysing the Channel Capacity to the Case of Inertial
Detectors

In order to illustrate the results of the last chapters, let us consider an example in Minkowski

spacetime. The spacetime is described by the inertial Cartesian coordinates (t, x, y, z) ∈ R4 and

the Minkowski metric in Eq. (3.1), also, its causal structure is given by the light-cone, which can be

seen in Fig. 3.2.

The Klein-Gordon equation for a massless field ϕ propagating on this spacetime will be

□ϕ = 0, (5.28)

where□ = −
∑

µν η
µν∂µ∂ν , with ηµν being the inverse of the components of theMinkowski metric

tensor.

Therefore, by using this structurewe can suppose the following situation: Alice is at rest relative

to Bob and they are separated by a distance L. We can consider that she is at the origin of our

inertial frame and Bob is at the position x = (L, 0, 0), where x ≡ (x, y, z) [13]. As it is discussed in

chapter 4, Alice and Bob interacts their qubits with the field ϕ—which is used as the communication

channel— in a limited amount of time, in order to convey information. We will use T i
j and T

f
j , with

j = A,B, as the initial and final interaction times, respectively. In this way, the function which

describes Alice’s qubit interaction with the field will be, according to Eq. (4.17),

fA(t,x) = ϵAcA(t)δ
3(x), (5.29)
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with ϵA being the dimensionless coupling constant and

cA(t) =


eαA(t−T i

A), t < T i
A

1, T i
A ≤ t ≤ T f

A

e−αA(t−T f
A), t > T f

A

(5.30)

describes the switching function to the inertial time t —most of these calculations can be found

in [13]. Note that, if t → −∞ then cj(t) → 0 and the same happens when t → +∞, so the

information is lost by decoherence. For Bob’s qubit interaction we can write

fB(t,x) = ϵBcB(t)δ
3(x− Lx̂), (5.31)

where ϵB is Bob’s qubit dimensionless coupling constant and, again,

cB(t) =


eαB(t−T i

B), t < T i
B

1, T i
B ≤ t ≤ T f

B

e−αB(t−T f
B), t > T f

B.

(5.32)

In order to analyse the channel capacity, we need to know∆(fA, fB) and νB , since it depends on

these quantities. Thus, let S be the space of real solutions, Ef(x), where E is the map E : T → S

—whose properties are shown in chapter 3. It is possible to show that the solutions Ef can be

written as [37]

Ef(x) =
∫
ϵMf(x’)E(x,x’), (5.33)

where

E(x,x’) ≡ 1

4π|x− x’|
[δ(t− t′ − |x− x’|)− δ(t− t′ + |x− x’|)] . (5.34)

Now, if we use Eq. (5.31), we can write EfB as

EfB(t,x) =

∫
ϵM
ϵBCB(t)δ

3(x− Lx̂)
4π|x− x’|

[δ(t− t′ − |x− x’|)− (5.35)

− δ(t− t′ + |x− x’|)]

=
ϵB

4π|x− Lx̂|
[cB(t− |x− Lx̂|)− cB(t+ |x− Lx̂|)] . (5.36)
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We can substitute Eqs. (5.36) and (5.29) in Eq. (3.71), so that ∆(fA, fB) will be

∆(fA, fB) ≡
∫
ϵMfAEfB (5.37)

=

∫
ϵM ϵACA(t)δ

3(x)
ϵB

4π|x− Lx̂|
[cB(t− |x− Lx̂|)−

− cB(t+ |x− Lx̂|)] (5.38)

=
ϵAϵB
4π

∫
ϵM
cA(t)δ

3(x)
|x− Lx̂|

[cB(t− |x− Lx̂|)−

− cB(t+ |x− Lx̂|)] (5.39)

=
ϵAϵB
4πL

∫
R
dt cA(t)[cB(t− L)− cB(t+ L)]. (5.40)

Moreover, we can define the one-particle Hilbert spaceHwith positive-frequencymodesuk(t,x)

—relative to the inertial time t— by

uk(t,x) ≡
1

4π3/2|k|1/2
e−i|k|teik·x, (5.41)

where k ∈ R3 and uk(t,x) form a complete basis for H. If the field is at thermal equilibrium at

temperature T —it is in a KMS state— νB will be [38]

νB = exp

{
−2

〈
KEfB

∣∣∣∣∣coth
(
βĥ

2

)
KEfB

〉}
, (5.42)

where β is the inverse of the temperature T and ĥ : H → H is the one-particle Hamiltonian, which

satisfies

Hϕ = 1⊕ ĥ⊕ (ĥ⊕ ĥ)⊕ ..., (5.43)

also, ĥ = i∂t and K : SC → H [13]. Additionally, we can decompose KEfB in terms of uk, since

it comprehends a complete basis for the Hilbert space, thus,

|KEfB⟩ =
∫
d3k ⟨uk|EfB⟩ |uk⟩ . (5.44)

In this way, we will have〈
KEfB

∣∣∣∣∣coth
(
βĥ

2

)
KEfB

〉
=

∫
d3k coth

(
β|k|
2

)
| ⟨uk|EfB⟩ |2, (5.45)
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where, we can use the properties of E, described in chapter 3, to write

⟨uk|EfB⟩ = i

∫
ϵM ukfB (5.46)

= i

∫
ϵM

ei|k|te−ikxx

23/2π
√
2πk1/2

[
ϵBcB(t)δ

3(x− Lx̂)
]

(5.47)

=
i

23/2πk1/2
√
2π

∫
d3 xe−ikxxϵBδ

3(x− Lx̂)
∫
R
dt ei|k|tcB(t) (5.48)

=
iϵB

23/2πk1/2
e−ikxLc̃B(|k|), (5.49)

with

c̃B(|k|) =
1√
2π

∫
R
dt ei|k|tcB(t). (5.50)

Therefore, we will get〈
KEfB

∣∣∣∣∣coth
(
βĥ

2

)
KEfB

〉
=

∫
d3k coth

(
β|k|
2

)
ϵ2B|c̃B(|k|2)|
23π2|k|

, (5.51)

such that

νB = exp

{
− ϵ2B
22π2

∫
d3k coth

(
β|k|
2

)
|c̃B|2

|k|

}
. (5.52)

If we use d3k = 4πk2dk, where k ≡ |k|, the above equation will become [13]

νB(T ) = exp

{
−2ϵ2B

π

∫ ∞

0

dk k coth

(
k

2T

)
|c̃B(k)|2

}
(5.53)

The results in Eqs. (5.40) and (5.53) can be used to analyse the dependence of the channel capacity

C(E) with Alice and Bob’s coupling constants ϵA and ϵB , respectively.

This dependence can be seen in Fig. 5.5, where it was considered a quantum field that is initially

in the inertial vacuum state, i.e., β → ∞, so that νB resumes to [13]

νB = exp{−2 ⟨KEfB|KEfB⟩}. (5.54)

Note that, for large values of ϵA and lower values of ϵB the channel capacity increases almost to

its maximum value. Thus, the process of transmitting information will be more efficient if the

interaction of Alice’s qubit with the field is strong enough, while the interaction of Bob’s qubit

is acceptably weak, so that he receives the information but does not lose it by decoherence —for
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further details see [13]. Therefore, we can conclude that, for large values of ϵA and small values

of ϵB the channel capacity increases which also boost the efficiency of the heat engine in Bob’s

laboratory.

Figure 5.5: Dependence of the Channel Capacity with the coupling constants ϵA and ϵB . (Source:
I. B. Barcellos and A. G. Landulfo, “Relativistic quantum communication: energy cost and channel
capacities” )

Another interesting fact is that, since we are considering a massless field, the information im-

printed on it will travel on light’s world-line and Alice’s qubit interaction with the field will create

gap region where the encoded message can be measured, as it is illustrated by Fig. 5.6.

Figure 5.6: Causal relation between the emission and detection events. (Source: I. B. Barcellos and
A. G. Landulfo, “Relativistic quantum communication: energy cost and channel capacities” )

From the above figure we can see the regions where the qubits interacts with the field, the

red rectangle represents Alice’s and the blue one represents Bob’s. The gray region, whose size

depends of Alice’s interaction time, describes the region which contains the encoded message, if
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Bob wants to get the whole message he needs to interacts with the field exactly in this region. In

other words, the emission and detection events must be causal related so that the channel capacity

will not be zero and, consequently, Bob can use the Landauer principle to run his heat engine and

produce work. These events are spacelike when T i
B < L−∆t, where ∆t = T f

B − T i
B = T f

A − T i
A,

and timelike when T i
B > L+∆t [13], thus, in order to produce the maximum amount of work Bob

must switch on his qubit interaction in T i
B = L and switch it off in T f

B = L+∆t.
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Chapter 6

Conclusions and Future Perspectives

Throughout this monograph, we have studied several things. First we presented the informa-

tion measures and the basic procedure of the communication between Alice and Bob, so that we

could introduce, and demonstrate, both Shannon theorems.

We saw that the process of compressing information can result in a bad efficiency of the channel,

i.e., some of the information can be lost such that Bob would not understand the message, and

to solve that, Shannon proposed the compression theorem, which gives us a lower bound on the

compression rate, so the informationwon’t be lost. Also, we saw that, the channel capacity theorem

determines an upper bound on the reliable information which can be transmitted per use of the

channel, i.e., the maximum amount of reliable information that Bob could get from Alice.

After that, we introduced the postulates of general relativity, such that we could present the

spacetime structure (M, gµν), which were used to formulate a quantum field theory of the Klein-

Gordon scalar field ϕ. Later, we described the quantum communication channel, E , which were

used to calculate its capacity and the energy cost for transmitting information on it. We also con-

cluded that, when Alice and Bob were causally disconnected, the channel capacity will vanish,

which is expected since, in this situation, they wouldn’t be able to communicate with each other.

Also, we separated the total energy variation of the system into three contributions. Where the

first one is due to the change of the spacetime metric when we go from I− to h. The second one is

due to the work necessary to switch on or off the qubit interaction with the field, and the last one

is the contribution of the communication process itself.
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The energy contribution due to the process of communication will be zero when we choose

an initial state for Bob’s qubit which maximizes the channel capacity. Thus, we concluded that,

after the quantum computation system is settled, i.e., after the qubits are created for some pur-

pose, Alice and Bob won’t expend any extra energy by using it to convey information. But the

Landauer’s principle says that, any irreversible manipulation of information, such as the erasure

of information, must result in a corresponding production of heat.

Therefore, if we consider that the quantum communication system is set up and Bob has access

to two apparatus at the same temperature T0. He could use the heat, which were generated by

erasing the information, to increase the temperature of one system to T1 > T0. Thus, since he has

two systems at different temperatures, he would be able to produce workW > 0. We could think

that he would be violating the second law of thermodynamics by doing this process, but we saw

that there is an energy cost of kBT ln 2 to erase each bit of information. Thus, if the heat engine

absorbs an amount of heat equal to Q, described in Eq. (5.7), the maximum work produced by it

must be equal to ηQ and, since η < 1, Bob will not produce more energy than he spend to erase the

information. In this way, we showed that the second law of thermodynamics will not be violated.
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Appendix A

Manifolds

Manifolds are a fundamental concept in mathematics and are used extensively in physics,

including general relativity. A manifold is a mathematical space that locally looks like Euclidean

space but globally may have a very different structure. In other words, a manifold is a space that

can be described by a set of coordinates, just like Euclidean space, but those coordinates can only

be used locally, and different regions of the manifold may require different sets of coordinates.

In general relativity, manifolds play a crucial role in describing the geometry of spacetime.

According to Einstein’s theory of general relativity, the presence of matter and energy warps the

geometry of spacetime, and this curvature is described by a mathematical object called the metric

tensor. The metric tensor is defined on the manifold that represents spacetime, and it determines

how distances and angles are measured on the manifold.

Without the concept of manifolds, it would be impossible to describe the curvature of spacetime

in a mathematically rigorous way. Differential manifolds provides the framework for the precise

mathematical description of spacetime geometry that is needed for the theory of general relativ-

ity. As mentioned in Chapter 3, since we write the laws of physics in terms of derivatives, it is

fundamental that we describe the spacetime structure as a differential manifold. Some examples of

manifolds includes the surface of a sphere and the surface of a torus.

To formalize the concept of manifolds first let us introduce the notion of continuity of a map as

well as open sets. Consider the map f : ψm → ψn, it takes anm-tuple (x1, x2, ..., xm) to an n-tuple
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(y1, y2, ..., yn), such that [23, 25]

y1 = f1(x1, x2, ..., xm)

y2 = f2(x1, x2, ..., xm)

...

yn = fn(x1, x2, ..., xm).

(A.1)

If the nth derivative of these functions exists and is continuous we refer to the map f as Cn.

Thus a C∞ map is continuous and infinitely differentiable. These kind of maps are usually called

smooth [25].

An open set is a subset of a topological space that does not contain any of its boundary points.

More formally, a set O in a topological space M is said to be open if for every point x in O, there

exists an open neighborhood of x, i.e., a set that contains an open ball centered at x, that is contained

entirely within O. To put it simply, a set is open if it contains points that are not on its boundary.

For example, the open interval (0, 1) on the real line is an open set, because it does not contain its

endpoints 0 and 1. Some key properties of open sets are:

i. An empty set ∅ is always open;

ii. The union of any collection of open sets is open;

iii. The intersection of a finite collection of open sets is open;

iv. If U and V are open sets, then their intersection U ∩ V is also open;

v. The complement of a closed set is always open, and vice versa.

Now we can define an n-dimensional, C∞, manifold M as a set made up of a collection of

subsets {On} which are "smoothly" connected and satisfies the following properties [23]:

1. Each point x ∈ M lies in at least one open set On;

2. If En is an open set of the real space Rn, for each n there is a one-to-one, onto, map ψn :

On → En;

117



3. If two setsOi andOj overlap, i.e.,Oi∩Oj = ∅, we can define a map ψij which takes us from

points in ψi[Oi ∩Oj] ⊂ Ei ⊂ Rn to points in ψj[Oi ∩Oj] ⊂ Ej ⊂ Rn.

The collection {On} of subsets is said to be "smoothly" connected because we demand that the

maps ψij are C∞ [23]. Additionally, in physics, maps ψn are usually called coordinate systems and

ψij are the coordinate transformations.
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